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RINGKASAN

INDAH MAGFIRRAH. Perbandingan Metode Selang Prediksi dalam Pemodelan
Regresi Random Forest untuk Respon Bersebaran Tidak Simetrik. Dibimbing oleh
BAGUS SARTONO dan KHAIRIL ANWAR NOTODIPUTRO.

Random forest merupakan pendekatan prediktif yang handal dengan akurasi
dan stabilitas yang tinggi. Meskipun demikian, metode ini memiliki keterbatasan
dalam mengukur ketidakpastian hasil prediksi. Oleh karena itu, berbagai
pengembangan metode selang prediksi berbasis random forest telah banyak
dilakukan, di antaranya Quantile Regression Forests (QRF), Split Conformal (SC),
dan Out-of-Bag Prediction Interval (OOB-PI). Metode QRF dapat dipandang
sebagai perluasan dari random forest, karena memanfaatkan sebaran kumulatif
bersyarat dari peubah respon untuk membentuk selang prediksi. Di sisi lain, metode
SC membangun selang prediksi dengan membagi data menjadi dua bagian, yakni
satu bagian untuk melatih model dan bagian lainnya untuk menduga kuantil dari
sebaran galat. Sementara itu, metode OOB-PI membentuk selang prediksi
berdasarkan kuantil empiris dari sebaran galat prediksi out-of-bag.

Selang prediksi adalah rentang nilai yang berpeluang besar untuk mencakup
nilai sebenarnya sehingga dapat digunakan untuk pengambilan keputusan dengan
tingkat kepercayaan tertentu. Penelitian yang telah dilakukan sebelumnya
menunjukkan metode OOB-PI lebih unggul dibandingkan metode QRF dan SC
dengan temuan penting jika sebaran peubah respon simetrik, maka akan dihasilkan
sebaran galat prediksi out-of-bag yang juga bersifat simetrik. Sebaran galat
berbentuk simetrik akan menghasilkan selang prediksi yang lebih akurat sehingga
tidak bias ke satu sisi serta konsisten karena memiliki ragam yang kecil. Dalam
praktiknya, sering dijumpai peubah respon yang bersebaran tidak simetrik sehingga
menimbulkan tantangan tersendiri dalam mengembangkan model prediksi. Oleh
karena itu, penelitian ini bertujuan untuk mengevaluasi kinerja metode QRF, SC,
dan OOB-PI pada peubah respon yang tidak simetrik menggunakan kajian simulasi.
Pada kajian simulasi, akan dibangkitkan sebaran galat yang menjulur ke kanan
untuk mencerminkan peubah respon pada berbagai tingkat kemiringan. Selain
kajian simulasi, penelitian ini juga akan mengevaluasi kinerja ketiga metode
menggunakan data empiris untuk menganalisis dan memprediksi pengeluaran per
kapita rumah tangga yang diperoleh dari SUSENAS 2023 BPS Provinsi Jawa Barat.

Penelitian ini difokuskan pada Kabupaten/Kota dengan tingkat Produk
Domestik Regional Bruto (PDRB) yang tinggi, sedang (median/menengah), dan
rendah di Provinsi Jawa Barat. Daerah dengan tingkat PDRB yang tinggi cenderung
menunjukkan tingkat pengeluaran per kapita yang lebih besar, sementara daerah
dengan PDRB yang rendah umumnya memiliki tingkat pengeluaran per kapita yang
lebih rendah. Wilayah dengan PDRB tinggi yang dipilih dalam penelitian ini adalah
Kabupaten Bekasi (n = 1157) dan Kota Bandung (n = 1105). Wilayah dengan
PDRB median yang dipilih adalah Kabupaten Cianjur (n = 1044) dan Kota Bogor
(n = 808). Sementara wilayah dengan PDRB rendah yang dipilih adalah
Kabupaten Pangandaran (n = 730) dan Kota Banjar (n = 564) sehingga total
contoh yang digunakan untuk analisis empiris sebanyak 5408 rumah tangga.

Tahapan simulasi utama dimulai dengan pembangkitan data simulasi
sebanyak n + n,, dengan n = 500, 1.000, 2.000, 3.000 merupakan ukuran contoh



pelatihan, dan ny, = 1.000 ditetapkan sebagai contoh pengujian pada setiap
skenario. Evaluasi kinerja metode QRF, SC, dan OOB-PI dilakukan menggunakan
contoh pengujian dengan ukuran tetap, sehingga pengaruh variasi ukuran contoh
pelatihan terhadap kinerja model dapat diamati secara lebih objektif, adil, dan tidak
dipengaruhi oleh keragaman contoh pengujian. Setelah data dibangkitkan,
dilakukan pembagian secara acak menjadi contoh pelatihan berukuran n dan
contoh pengujian n,. Selanjutnya, model QRF, SC, dan OOB-PI dibangun
menggunakan contoh pelatihan dengan hyperparameter terbaik. Evaluasi kinerja
inasing-masing model dilakukan pada contoh pengujian untuk menghasilkan selang
prediksi dengan tingkat signifikansi « = 0,05. Kinerja model diukur berdasarkan
dua metrik, yaitu tingkat cakupan (coverage rate) dan lebar selang (interval width).
Seluruh prosedur simulasi diulang sebanyak 1.000 replikasi, kemudian hasil dugaan
coverage rate dan interval width dianalisis lebih lanjut menggunakan Analysis of
Variance (ANOVA). Prosedur analisis data empiris diawali dengan eksplorasi data,
Kemudian dilanjutkan dengan tahap praproses data. Setelah itu dilakukan tuning
hyperparameter pada random forest menggunakan 10-fold cross validation, dengan
evaluasi berdasarkan nilai MAE pada data uji hasil validasi silang. Selanjutnya,
membangun model selang prediksi dengan hyperparameter terbaik serta
mengevaluasinya menggunakan 10-fold cross validation. Seluruh proses ini
diulang sebanyak 200 replikasi dengan ¢ = 0,05 sehingga menghasilkan dugaan
kinerja model yaitu tingkat cakupan dan lebar selang.

Hasil kajian simulasi menunjukkan bahwa tidak terdapat perbedaan yang
signifikan antara metode SC dan OOB-PI pada dugaan tingkat cakupan di berbagai
skenario. Metode OOB-PI menghasilkan tingkat cakupan yang konsisten dan stabil
mendekati 0,95 serta lebar selang yang relatif sempit. Sedangkan metode SC
menunjukkan kinerja yang sebanding tetapi cenderung menghasilkan selang yang
lebih lebar dengan ragam yang relatif besar. Sementara metode QRF menunjukkan
kinerja yang kompetitif, namun konsistensinya dalam mempertahankan tingkat
cakupan masih kurang stabil.

Hasil kajian empiris menunjukkan bahwa metode SC dan OOB-PI memiliki
kinerja yang kompetitif dengan tingkat cakupan sebesar 95%. Namun, metode
OOB-PI menghasilkan selang prediksi yang relatif lebih sempit serta simpangan
baku yang lebih rendah. Temuan ini mengindikasikan bahwa metode OOB-PI
menunjukkan efisiensi metode yang stabil dan konsisten dalam menghasilkan
selang prediksi pengeluaran per kapita meskipun pada wilayah dengan tingkat
kemenjuluran tinggi dan keragaman pengeluaran per kapita yang besar. Sebaliknya,
metode SC kurang stabil karena cenderung memperlebar selang prediksi untuk
mempertahankan cakupan 95% sehingga efisiensi kinerjanya sedikit menurun.

Kata kunci: pengeluaran per kapita rumah tangga, tanpa kemiskinan, selang
prediksi Out-of-Bag, quantile regression forests, split conformal



SUMMARY

INDAH MAGFIRRAH. Comparison of Prediction Interval Methods in Random
Forest Regression Modeling for Asymmetrically Distributed Response. Supervised
by BAGUS SARTONO and KHAIRIL ANWAR NOTODIPUTRO.

Random forest is a powerful predictive method known for its high accuracy
and stability. However, it cannot directly quantify prediction uncertainty. To handle
the problem, several methods for constructing prediction intervals have been
developed, including Quantile Regression Forests (QRF), Split Conformal (SC),
and Out-of-Bag Prediction Intervals (OOB-PI). The QRF method is a generalization
of random forest where the conditional cumulative distribution of the response
variables is used to construct the prediction interval. In contrast, SC builds
prediction intervals by splitting the dataset into two parts, with one part used for
model training and the other for estimating the quantiles of the residual distribution.
Meanwhile, the OOB-PI method constructs prediction intervals based on the
empirical quantiles of out-of-bag prediction errors.

A prediction interval is a range within which an observation is expected to
fall with a specified probability, given a certain confidence level. Previous studies
have shown that the OOB-PI method is more powerful than the QRF and SC
methods, with the important finding that if the response variable distribution is
symmetric, the out-of-bag prediction error distribution will also be symmetric.
Symmetric error distribution will result in a more accurate prediction interval that
is not biased to one side and is consistent because it has a small variance. In practice,
it is usually found that the response variable is not symmetrically distributed, which
poses a challenge in developing a prediction model. Therefore, this study used a
simulation approach to evaluate the performance of three methods for
asymmetrically distributed responses. The simulation generated right-skewed error
distributions to reflect response variables with varying degrees of skewness. In
addition, the methods were applied to empirical data to analyze and predict
household per capita expenditure obtained from the 2023 SUSENAS conducted by
BPS in West Java Province.

This study focuses on regions with high, medium, and low Gross Regional
Domestic Product (GRDP) levels in West Java Province. In general, an increase in
GRDP tends to raise per capita expenditure. In contrast, a decline in GRDP tends
to reduce it, as GRDP serves as a key indicator of economic well-being. The
selected high-GRDP regions are Bekasi Regency (n = 1157) and Bandung City
(n = 1105); the medium-GRDP regions are Cianjur Regency (n = 1044) and
Bogor City (n = 808); and the low-GRDP regions are Pangandaran Regency
(n =730) and Banjar City (n = 564). Thus, the total sample used for the
empirical data analysis is 5408 households.

The main simulation began by generating data of size n + n,, where n =
500; 1.000; 2.000; and 3.000, representing the training sample sizes, and n, =
1.000 was fixed as the test sample size in each scenario. The performance of the
QRF, SC, and OOB-PI methods was evaluated using this fixed-size test set,
enabling objective comparisons across different training sample sizes. This setup
helped minimize the impact of variability in the test data. Subsequently, the data
was randomly split into a training set of size n and a test set of size ny. The QREF,



SC, and OOB-PI models were trained on the training set using optimal
hyperparameters, and their performance was evaluated on the test set at a
significance level of @ = 0.05. The evaluation metrics for the prediction intervals
included coverage rate and interval width. The simulation procedure was repeated
1.000 times, and the estimated coverage rate and interval width were further
analyzed using Analysis of Variance (ANOVA). The empirical data analysis
procedure began with exploratory data analysis, followed by data preprocessing.
Hyperparameter tuning for random forest was then conducted using 10-fold cross
validation, with evaluation based on the Mean Absolute Error (MAE) from the
validation folds. Using the optimal hyperparameters, prediction interval models
were subsequently constructed and evaluated through 10-fold cross validation. This
process was repeated 200 times at a significance level of @ = 0.05, resulting in
gstimated model performance in coverage rate and interval width.

The simulation study results showed, there was no significant difference
Hetween the SC and OOB-PI methods on estimating the coverage rate in various
scenarios. The OOB-PI method resulted in a consistent and stable coverage rate
close to 0.95 and a relatively narrow interval width. The SC method performed
similarly but resulted in larger interval widths with greater variance. In contrast, the
QRF method also performed competitively, but its coverage rate was less stable.

The empirical analysis showed that the SC and OOB-PI methods had
competitive performance with a coverage rate of 95%. However, the OOB-PI
method resulted in a relatively narrower prediction interval and a lower standard
deviation. These findings indicate that the OOB-PI method has stable and consistent
efficiency in estimating per capita expenditure, even in regions with high levels of
skewness and large variations in per capita expenditure. In contrast, the SC method
was less stable because it tended to widen the prediction interval to achieve 95%
coverage, thereby slightly reducing its efficiency performance.

Keywords: household per capita expenditure, no poverty, out-of-bag prediction
interval, quantile regression forests, split conformal
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