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Efficient Normal Peers Group Recovery in
Hierarchical Peer-To-Peer
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Abstract— While structured peer-to-peer (P2F) offers
benefits on its scalability and efficiency in performing a
successful query lookup, its stability is suffered from the
dynamics of the overlay structure caused by churn, In a
structured hierarchical P2P, in addition to potential
decreases of the system performance, the supcrpeer failure
cases also forced the normal peers under its responsibility to
disconnect from the system.

The ultimate goal of our work is to develop a collective
rejoin algorithm that provides an efficient mechanism for the
normal peers to rejoin to the system once a superpeer failure
occurs. We implemented two-layer hierachy architecture, in
which nodes with higher capability are placed in the upper
layer and organized in a Chord ring. These nodes act as a
gateway for the lower layer in which other nodes are
grouped. Each group is organized in a star structure, and
each member of the group is connected directly to the related
gateway node. We expect our proposed architecture and
algorithm produces less traffic load than the individual
rejoin approach. Thus, the performance degradation caused
by the normal peers rejoin process, 2s an impact of churn,
can be minimized.

Keywords-component;  collective  rejoin,  churn,
hierarchical P2P, pervasive environment, Superpeer
Jailure

L. INTRODUCTION

Regarding to [1] the P2P architectures are categoried
into unstructured and structured. The well known
centralized unstructured architecture is Napster [2], while
its contradictive -fully distributed- architecture is Gnuteila
[3]). The compromised architecture between the
centralized and fully distributed is hybrid architecture like
Kazaa [4]). The natural benefits of the unstructured P2P
architecture are their simplicity and stability, although
they suffer from high traffic load as the impact of the
implementation of flooding search method. The later
generation of P2P is structured architecture, that based on
distributed hash table (DHT) for indexing the peer as well
as for the shared-object. Some examples of this category
are CAN [5], Chord [6], Pastry {7], and Tapestry [8]. The
use of DHT addresses the efficiency and scalability
problems which are the main problems in unstructured
architecture. However structured P2P is highly influenced
by the dynamics of peers, which is a natural characteristic
of heterogeneous network.

Comparing to other DHT based P2P, Chord has the
best scalability with the maximum nodes to retrieve to
find the object is O(log #) for an overlay network built by
n peers [6]. Chord implements consistent hashing to
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define an identifier of a node and the object key of the
shared objects/services. The identifier of a node is
obtained from the hash value of the node identifier (such
as SHA-1} and the key identifier is obtained from the
object identity (such as file’s name). The identifier is
ordered in a modulo 2™ ring size, for m-bit identifier, thus
give n=2" is the size of the network. The key % is
assigned to the first node that has the same value or
follows the identifier k in the identifier space. This node is
the successor node of key £, cailed successor(%). Suppose
the identifiers are represented in a ring with the number of
0 to 2™-1, then the successor() is the first node (succeed
k) in the clockwise direction. Each node has a finger table
(with maximum entry m) and a successor list. When a
node sends a query, a receiving node performs a lookup in
its finger table to find the suitable finger 7 entry. The
query will be forwarded to the node s which is the
successor of i that respensible to the queried object. Then
node s sends the queried node address direct to the
requester node, so the requester node is able to contact the
owner of the queried

Fig 1. shows the steps when a node n joins the system
at a position between p and 5. It will contact the node s
and tells s that currently s is its successor (Fig.1.a). Node ¢
then updates its predecessor entry to point to new joining
node n to replace the former node p (Fig.l.b). This
mechanism will not give node p information about the
node n as its new successor automatically, Each node in
the Chord ring performs stabilization pericdically by
sending a message to its successor nodes { node also p
sends a message to node 5), The successor node responses
by sending message conlain the information of its current
predecessor. By receiving this response, node p knows
that the message contains identity of node # (not p), then p
should to replace its successor node to »#. The last step in
this stabilization mechanism is the node p sends a
message to node #, telling that » now is its successor, then
node # should point its predecessor pointer to p (Fig.1.c).

When a node leaves the system according to the
voluntary leaving or any disconnection problem (node
failure), the system does not perferm any related

.’;.\o"'\.\-ﬁ ’\./op

n n

a B c

Figure [ Node joins mechanism in Chord
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stabilization mechanism, While in the voluntary one, the
leaving node transfers its shared-object information to its
successor node before leaving, it does not happen in node
failure event. The fundamental thing in a P2P networks is
the ability to maintain its overlay due o the occurrences
of churn. Churn is a dynamic condition of P2P network
when a node joining or leaving the system concurrently
[9]. The increasing frequency of churn event (churn rate)
will potentially interfer the stability of the overlay. This is
a critical condition in a Chord-based P2P, since the
validity of its finger table is an important point in
supporting a succesfull lookup query.

In relation to the growing up of the device capabilities
in accessing application included the Internet, thé
hierarchical P2P architecture [10-14] is a suitable
architecture to handle the heterogeneity of the peers
participants. The generic framework of two-level
hierarchical P2P was proposed in [10]. The higher
capability devices formed the first level of the hierarchy,
while the lower ones grouped into clusters that formed the
second level. The peers in clusters communicate to its
upper level through various schemes, and communicate
with other peers in other clusters through the gateway
peer. In a common way, the peers are clustered based on
their capabilities, local proximity, or services provided.

Although  the  hierarchical P2P  architecture
accommodate the heterogeneous of networks, the
heterogeneity of the peers capabilities brings the
consequence of the higher probability of churn. Besides
decreases the system performanced, the superpeer failure
also forces the normal peers to be discormected from the
system. Therefor the development of normal node
handling algorithm is as important as the churn detecting
and handling algorithm. As showed in our preliminiary
research work [15] the join request intc Chord ring
produced a significant ammount of latencies, that in turn
impacted to the degradation of successful loookup query
latency. We argue that the individual recovery mechanism
proposed in [12] creates very high amount of rejoin
processes which in turn degrades the performance of the
system significantly. On the other hand, while the backup
membership in the Chord ring system as in [13] is a
valuable scheme, the flooding mechanism in their lower
layer clusters is too extensive in consuming the local
network resources. This paper will describe our proposed
algorithm to perform an efficient normal peer recovery in
the case of super peer failure occurance through the
collective rejoin.

In order to conduct the reader to have the clear
understanding of our proposed work, we organized the
paper as follows: the section I contains the introduction
that will provide the background concept of the P2P
overlay network. In section II we identify some current
related works and the position of our research. Our
proposed system architecture and algorithm are describe
in section II1. In section IV we summarize the conclusion
of our topic discussed in this paper.

II.  RELATED WORKS

Some researches based on one layer/flat Chord have
been published [16-19], which are concern in how to
perform a successful lookup query efficiently, In the
pervasive computing network, since the nodes that involve

in the system have heterogeneous capabilities, then the
hierarchical P2P architecture is a suitable architecture to
handle this natural characteristic of pervasive computing.
The super peer concept, in which a peer with higher
capacity handles more responsibility than others, was used
in architecture proposed by [11].

In [10] the author proposed a generic framework of
some type of two-level hierarchical architecture for DHT-
based P2P. The nodes were classified into two categories,
the super peers which are nodes with relative longer
connection time to the system and the regular peers, those
which shorter connection time. The super peers were
connected each other in a ring-like structure (such as
Chord) and act as a gateway for the reguler peers. The
reguler peers were connected to the system through a
suitable super peer In a direct connection, fully mesh, or
organized in a cluster or other ring-like structure. In the
work of [14], the author implemented the Chord-based
structure for the top layer of the hierarchical P2P as well
as the lower layer. This generic framework of hierarchical
P2P [10] also implemented and modified by [20] and [21],
which organized the reguler peers in lower layer using
direct connection to the super peer, the same architecture

-as we are studying on. Both of them were focused on

finding the optimal proportion of the super peer and the
regular peer to reach a better performance. While [20] aim
was to minimize the total traffic without overloading the
super peer, the [21] focused on minimizing lookup delay
of the system. To the best of our knowledge, none of them
proposed a specific normal peers recovery protocol in the
case of super peer failure occurance, as the ultimate goal
of our research.

The closest work in spirit to ours was proposed by
[13], that allowed more than one super peers in a cluster-
based lower layer, in order to minimize the impact of
super peer failure, The cluster structure used flooding for
internal communiation, while the upper layer was
organized in a Chord-based ring. Instead of implemented
flooding-based cluster as they did, we organized the
reguler peers in a direct connection to the super peer as in
[10]. In [12], this structure was proposed as an optimal
design of hierarchical DHT system. We also modified the
peer atributes and failure detection mechanism to meet our
protocol requirements.

In order to perform an effective recovery, a node
failure detection must be performed correctly. Zhuang in
[22] provide a study of some type of failure detection
algorithm and their impact in node failure detection time
and control overhead (bandwidth consumed for
maintaining the overlay structure). From the experiments,
the baseline algorithm as implemented in Chord provide a
relative constant conirol overhead and detection time in
the presence of churn.

IIl. SysTEM DESIGN

A. System Architectures

The hierarchical architecture we implemented is a two-
leve! hierarchy P2P which is the top layer is contained of
super peers (those nodes with high capacity) and the lower
layer is contained of groups of normal peers. In each
group, the normal peer is connected directly to the super
peer of the relevant group (star structure). The




TABLE L NEIGHBOR TABLE
Neighbor Table
Leafnode ID IP uddress Max_cepacity
nn_1 IP1 0
nn_2 P2 1
nn_m [Pm 0

construction of the group is based on the nearest
proximity location, which was obtained when a node
broadcast a find_overlay() message. It will send a join_req
to a node (that is a super peer) that give the smallest
round-trip-time (RTT) response.

In order to support our normal peer recovery
algorithm, we proposed neighbor fable as an additional
atribute for both the super peer and normal peer (see
TABLE I). This table is vsed to record all the members of
the group in fields of <node_ID,IP_addr,max_capacity>.
The max_capacity field is in boolean data type which is
used to record the superior peer among other normal peers
in the group. If the peer has the highest capacity among
others in the group then this field will be set to I,
otherwise to 0. The other tables as known in conventional
Chord, such as finger table, successor list, and
reference_table are still used as usual. Other additional
attributes that we proposed are time (age) and capacity
(cap), which are refer to how long has the node been
joining the system and the bandwidth connection of the
node respectively.

B, The Proposed Algorithm

In order to support our proposed algorithm in
performing efficient normal peers group recovery in the
presence of super peer failure, we also modified
conventional Chord join and maintenance processes and
proposed & new process to detect a super peer failure and
performing a a collective rejoin process on behalf of the
disconnected normal peers.

B.! The nodes join algorithm

The proposed nodes join algorithm is designed to
handle both joint requests come from a pure new node or
a node that has been clected as a new elected super peer.
For the first type of join request, the new node could be
accepted as a normal peer in that group or as a new super
peer. While for the second type, it will become a new
super peer. Since a new node does not have any
information about other existing peers, then it will
broadcast the find_overlay () message and contact the
super peer that sent joirn_gffer() message with the smallest
RTT (nearest geographic proximity). From the view of
existing peers, only the super peers that have the right to
send join_gffer{) message as a response to the coming
Jind_overlay() message. A normal peer that received
find_overlay() message must forward it to its super peer.
Since the message contained the TP address of the
requester node, than the super peer may send the response
directly to the requester node. The response message from
the super peer contained its own IP address that can be
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Figure 2. Node joins as normal peer

used by the requester node to send a join request message
(foin_reg(}). The join_req() message contains the tuple of
<IP_addrnode_ID,cap,age>.

Fig. 2 shows the cheme when a node join as a normal
peer.

1 A node sends a join request message (join_req())
to the closest node with regards to the aforemention
nearest geographic proximity. If the joining peer meet
super peer's quatifications then the join request will be
processesd as in conventional Chord join request
mechanism, Otherwise, the node will accepted as a new
normal peer in that group, and continue to the step 2).
While accepiing a new member, the super peer has to
update its neighbor_table,

2) The updated neighbor table is sent lo new
normal peer as a response fo the joining reguest
{(send_neighbor()). For other members, the updated
neighbor_table will be sent along with response message
(maint_int(}) when they send a keep_alive() message in
maintenance procedure.

3} As soon as receiving the neighbor_table (request
acceptance state), the normal peer sends shared-object
that it wants to offer (o the system through the super peer
(n_publish()).

A node wil] be treated as a new super peer when meet
requirements as follows (in order of the priority):

1) A normal peer that has been elected by its group
as a new super peer, since the failure of former super peer
( recognized by its age > 0)

2) A node with the capacity (cap) value greater than
current super peer.

If SP is a set of super peers (sp,) and NP is set of
normal peers (np,), then if a node x join the system
through super peer y, we can summarize the above
algorithm in a formal description as below :

ve ES'F pxGge 2 0 or x.cap i BCRp
T LR jother n

B.2 Maintenance algorithm

The maintenance algorithm consist of two types of
maintenance : the inter-group maintenance and the
internal group maintenance. The inter-group maintenance
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Figure 3. Super peer failure detection and group recovery

is performed as in conventional Chord, while the internal
group maintenance procedure is performed as follows:

1) Normal peer p sends keep_alive() message to the
super peer sp; periodically.

2) When receiving the keep_alive(} message from a
normal peer, super peer sp; responsed by sending a
maint_int()  message along with the updated
neighbor_table {(piggybacking).

B.3 Super Peer Failure Detection and Group Recovery

The above internal group maintenance is performed
every A time and we implemented the active keep-alive
based on baseline algorithm as a failure detection
algorithm [22]. The detection failure and group recovery
processes are performed as ilustrated in Fig.3 :

1) The normal peer p that does not accepted any
response from the super peer sp; in Stime decided that the
super peer was failed.

2} Once the super peer is detecied fail, the normal
peer p lookup into its neighbor_table to find the peer s
that has the max_capacity field set to true (elect_sp()).

3)  The normal peer p contact the normal peer s by
sending keep_alive() message.

4)  As normal peer s received keep_alive() message
[from other normal peers indicated that the sender ask him
to perform join process as describe in previous sub
section. In this work, we optimized the use of keep_alive()
message nol only for maintenance process as usual but
also for group recovery process.

IV. CONCLUSION

In this paper we described a collective rejoin algorithm
to provide an efficient way for normal peers to rejoin to
the overlay in the case of super peer failure in a two-level
hierarchical P2P., We showed that in addition to the
common use of peers capability information to categorize
a peer, it also can be utilized to determine a new super
peet to replace the failure super peer of a group. Another
optimization that we proposed is the used of keep_alive(}
message in supporting group recovery process. Our near
future work is to implement the algorithm in order to
analize the efficiency level of the normal peers collective
rejoin algorithm comparing to the individual one.
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