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Abstract

The work described in this paper addresses an application of Hidden Markov Model (HMM) with
modification in observation probability using two approaches for membership values, i.e.
Euclidean distance base and kernel function base. Mel-Frequency Cepstrum Coefficients (MFCC)
used as feature extraction. In this research we use “pudesha” as a keyword to identify each
speaker and modeled by left-right HMM which its states are clustered using Fuzzy C-Mean
clustering. Each new observation, we compute the membership value to every cluster and choose
the biggest one as the membership value of the observation to appropriate hidden state. In the
unguided-utterance and limited training data, experimental results show that our methods
recognize better than classical HMM iha? uses Normal Distribution as observation probability. It
is also showed that the use of Normal distribution for observation probability leads to a
singularity problem in computing ihe inverse of covariance matrix, especially for limited training
data. In our proposed approaches, the singularity problem will not occurs, since we do not need to
compute the inverse of covariance matrix.

Keywords: Hidden Markov Model, Mel-Frequency Cepstrum Coefficients, Fuzzy Clustering,

Euclidean Distance, Kernal Function

1. Introduction

Hidden Markov Model that has been widely
used for decades in speech recognition and
speaker identification has never been claimed
perfect for speech modeling [1]. There are some
disadvantages [2] with one Gaussian HMM,
especially in its assumptions, i.e. normality and
independently, and constraint due to limited
training data.

The research described here is aimed on
developing HMM model as speech classifiers for
use in automatic speaker identification. Our
improvements are based on the observation
probability that uses a membership function. We
propose two membership functions, i.e. one based
on Euclidean distance and the other based on
kernel function. Our approaches could handle
non-Normality and singularity problem in
standard HMM.
2/.l?roblem Description

The motivation behind our research is to
identify a person based on its speech or voice
characteristics  (a.k.a.  Automatic  Speaker
identification — ASI). Figure | presents the generic
speaker identification system [3].

Speech is a complicated signal produced as a
result of several transformations occurring at
several different levels: semantic, linguistic,

articulator and acoustic [4]. Differences in these
transformations appear as differences in the
acoustic properties of the speech signal.
Moreover, there are some sources of variability in
speech signal, i.e. emotion (stress or duress),
aging, and sickness.
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Figure 1. Generic Speaker-Identification System

In the context of HMM, an utterance is
modeled by a directed graph where a node/state
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represents one articulator configuration that we
could not observe directly (hidden state). A graph
edge represents transition from one configuration
to the successive configuration in the utterance.
We model this transition by a matrix, A. In
reality, we only know a speech signal produced
by each configuration, which we call observation
state or observable state. In Gaussian HMM,
observable state is a random variable and
assumed has Normal or Gaussian distribution

with mean vector pi and covariance matrix Xi,

(i=1, 2, 3,..., N; N is number of hidden
states).Because of the source of variability, each
state has a multimodal distribution instead of
unimodal distribution. In Gaussian HMM, we
handle this problem using mixture Gaussian
distribution.

Actually, there is no guarantee with the
assumption of Gaussian distribution and in the
implementation aspect, sometime we have a
singularity problem in the computation the
inverse of covariance matrix, especially for the
mixture Gaussian distribution and limited traiiing
data. Our approaches to handle this problem are

as feollow: firstly, we accommodate the
phenomena of multimodal distribution by
clustering each state into several clusters.

Secondly, the observation probability replaced by
membership value defined by Euclidean distance
or kernel function. The membership value
computed for each cluster and we choose the
biggest one as observation probability, So our
approaches relax from Gaussian distribution
assumption and free from singularity problem.
Figure 2 presents the comparison of three
methods, i.e. Gaussian, Euclidean distance, and
kernel function.

3. Speaker Identification Using HMM
Definition. A stochastic process [5] is a family

of random variable, {X,}, , where t is a

parameter running over a suitable index set T. If
the process has the following property: given the
value of X, the value of X, for s>t are
independent from X(u) for u<t, we call it a
Markov Chain. In the condition that state space
(range of possible values for the random variable
X,) is a finite or countable set and index set T={0,
1, 2, ..} the process called discrete time Markov
Chain. If the value of random variable X; only
depends on X, and it is independent with the
index t, we call it first order stationer discrete
time Markov Chain. If we could not observe the
state sequence of the chain (hidden state), and we
only can observe ils observation sequence
produced by the appropriate hidden state
sequence, we call it-Hidden Markov Model
(HMM).

An HMM has specified completely with three
components, i.e. initial state distribution, JI;

-

99

ICSIIT 2007

transition probability mairix, A; and observation
probability matrix, B. HMM is notated by A =
(A, B, JI), where:
A: NxN transition matrix with entries
3;=P(Xw1=j|X=1), N is the number of
possible hidden states

B: NxM observation matrix with entries
bj=P(Oui=vi|X=j), k=1, 2, 3, ..., M; M is
the number of possible observable states

JI: Nx1 initial state vector with entries m=P(X;=1)

(@)

N{Ors;ui2,Z2).
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Figure 2. Three methods in computation of
observation probability with three clusters
for state j, (a) Gaussian HMM, (b) Euclidean
base, (c) Kernel function base
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For Gaussian HMM, B consists of a mean
vector and a covariance matrix for each hidden
state, pui and Zi, respectively, i=1, 2, 3, ..., N. The
value of bj(Ot+1) is N(Ot+1,uj,Zj), where :

1 1 -1 '
N(u;,Z)) =WCXF{-S(Q+I =1} (O —ﬂj)] (1)

(27)

There are three problems with HMM [1], i.e.
evaluation problem, P(O|A); decoding problem,
P(Q|O, A); and training problem.

Gaussian HMM in Speaker Identification

Figure 3 describes the process of speaker
identification using Gaussian HMM.
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Figure 3. Block diagram of speaker identification
using Gaussian HMM

In this research we use Mel-Frequency
Cepstrum Coefficients (MFCC) by Do in 1994 [3]
as feature extraction. The HMM of each speaker
is trained using k-segmental algorithm developed
by Dugad in 1996 [6]. Forward algorithm [6]
used for evaluating a new observation sequence
to compute P(OJAL), i=1, 2, 3, ..., n (n is the
number of speakers). In this scheme, the value of
observation probability bj(Ot+1)=P(0t+1|Xt=}) is
computed by (1).

4. Proposed Methods

At least two problems occur in Gaussian
HMM. Firstly, no one can guarantee with
Gaussian assumption. Secondly, we often have
problem in computing the inverse of covariance
matrix because of the singularity, especially with
larger dimension and limited training data. To
handle this condition, in our proposed methods,
the  value  of  observation  probability
bj(Ot+1)=P(Ot+1|Xt=j) is approached by a

membership value pj(Ot+1). There are two waye
for computing observation probability, i.e.
Euclidean base and kernel function base. In order
to anticipate that observation distribution is

multimodal, we cluster them wusing fuzzy
clustering prior to computation observation
probability step.

Euclidean Distance Base: In this approach,
components of HMM for each speaker consists of
transition probability A, initial state distribution
JI, and matrix P, i.e. a center matrix ¢ by d for each
appropriate state j, j=1,2,3,...,N; N is the number of
states in the model, d is the dimension of data and c
is the number of clusters. We denote the matrix P; as:
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Figure 4. Illustration diagram of observation
probability using Euclidean distance




By using this approach, step 3 and 4 of the k-
segmental algorithm for HMM training developed
by Dugad [6] becomes:

Step 3: compute center matrix ¢ by d, P
i=1,2,3,...N

classify each observation with label state j
into ¢ clusters using fuzzy C-mean
clustering, j=1, 2,3, ..., N

assign the center of cluster k (k=1, 2, 3,
., ¢) for state j as the j™ row of center
matrix P; (j=1, 2, 3, ..., N)

compute observation
bj(Ot+1)= pj(Ot+1) using (4)
Figure 4 describes an illustration for this
approach.

Kernel Function Base : In this scheme we assign
a value of empirical distribution that is predicted
by kernel methods to bj(Oy;). Hence, we do not
need to assume any theoretical distributions. We
do two types of computation, the first
computation requires no {or without) state
clustering, and the second one wuses state
clustering prior to predict b;(Owg). Kernel
function formula to predict the empirical
distribution of Oy, given state j is:

a. Without state clustering :

b(0rs1) = klhz % ZH

k=1 =1

step 4: probability,

[Om,' xjk:} (5)

n; :the number of frames with state label j
k(z) :kernel Gaussian, i.e.

k(z)= : cxp(— 0.522)

V2

b. With state clustering :

bj(0s1) =

T

k=1 i=1

[2=2] (6)

k=th 2000} n,chlhz -ha

¢ : number of clusters

In those formulas, h; is smoothing parameter for

" dimension. In order to reduce the bias and
mean integrated square error of the prediction, h;
formulated as follow [7] :

h=1,04sn"? )
where s is standard deviation of its variable in the
i dimension, n is number of data. -

In the first computation, components of HMM
for each speaker consist of transition probability
A, initial state distribution JI, and feature vector of
each state. In this method, k-segmental algorithm
step 3 and 4 become:
step 3 : compute 1 by d smoothing parameter

vector, Hj=[h1 h2 ... hd}, j=1, 2,3, ..., N
using formula (7).
step 4 :compute observation
bj(Ot+1)= pj(Ot+1) using (5)

probability,
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 Whereas, in the second one, components of

HMM for each speaker consist of transition
probability A, initial state distribution JI, and
feature vector of each cluster state. K-segmental
algorithm step 3 and 4 become:

step 3 : compute ¢ by d smoothing parameter
matrix, Hj, j=1,2,3,...,N, using formula

(7) (c is number of clusters for state j).

hy my .. Mg
By hy by - kg
by by heg
step4 : compute observation probability,

bj(Ot+1)= pj(Ot+1) using (6)

5. Experiments and Results

Data: The speech data consists of several short
unguided utterances of an isolated word 1.28 second
length sampled at 11 kHz. Ten speakers utter the
word “pudesha” in a real condition for 40 times,
which yield 400 utterances (in each speaker, 30
utterances for model training and the rest for model
testing). We use hamming window for windowing
each unguided utterances with 30 millisecond
window length without overlapping. For each
window, we compute 13 MFCC coefficients
formulated by Dugad [6].

We conducted four experiments, i.e. Gaussian
HMM, HMM Euclidean distance base with state
clustering, HMM Kernel function base without state
clustering, and HMM Kernel function base with state
clustering.

HMM Structure: In this research we use left right

HMM with 7 hidden states as illustrated in Figure
5.

Figure 5. Left right HMM structure for word
“pudesha”

Transition probability matrix, A, and initial state
distribution, i, for the HMM are:

a, ¢, 0 0 0 0 0 1

¢ ay a, 0 0 0 O 0

0 0 ay, g, 0 0 0 0

A={a,}={0 0 0 ay, a, 0 0 ,and 7z=|0
0 0 0 0 a4 a4 O

0 0 0 0 0 ay a, 0

00 0 0 0 0 I 0

3 ; 0

With this structure, we train the model to §e)t

parameter values using training data, i.e. 30

utterances for each model. we use k-segmental
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algorithm developed by Rakesh [6] modified
according to our approach, except for standard
HMM, i.e. Gaussian HMM.

Results: Experimental results presented in the
following Table 1.

Table 1. Comparison of recognition rates (%)

for 10 speakers
Training Data Testing Data

Methods d=13 | d=26 | d=13 | d=26
HMM's Gaussian 50 Fail 42 Fail
HMM Euclidean without state 70 70 54 54
Clustering
HMM Euclidean with state 94.7 96.7 88 85
Clustering
HMM Kernel Function without 100 N/A 82 NA
state Clustering
HMM Kemel Function with 100 NA 87 NA
state Ciustering

We can see that there is no significant different in
recognition rate betwesn 13 MFCC coefficients
and 26 MFCC coefficients. In other words, we
can say that 13 MFCC coefficients are enough to
represeni the data. By these findings, we do not
conduct experiment with kernel methods for 26
MFCC coefficients, so we put N/A (Not
Available) in the aforementioned table.

By 13 MFCC coefficients, recognition rates
for standard HMM only 50 % and 42 % for
training data and testing data, respectively. By
using 26 MFCC coefficients, standard HMM fails
to train the model. Whereas, by using Euclidean
distance without state clustering, recognition rate
has increased more than 10 % compared to
standard HMM. In order to improve recognition
rate, we cluster each state into three clusters, and
observation probability on index t+1 given state j
is calculated according to the minimum distance
from that observation to its clusters. By this
approach, recognition rate increases from 42 %
(standard HMM) to 88 % for testing data and
from 50 % to 94.7 % for training data. The other
advantages of this method are free from lack of
Gaussian distribution and running well for limited
training data and number of dimensions.

From the third and fourth row of the table, we
can say that kernel function improves recognition
rate as well as Euclidean distance with state
clustering. But, there is one disadvantage with
kernel meihod, i.e. we have io calculate the
kernel function over all data training, so the
training and testing process are very time
consuming. For training data, recognition rate of
HHM with kernel function is 100 %.

From Table 1 we can also infer that HMM with
state clustering give a good result compared to
without state clustering.
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Table 2 presents recognition rate for testing
data and each speaker with three comparabl
methods.

Table 2. Recognition rate for testing data and each

speaker
HMM HMM HMM kernel
Euclidean kernel function
Base with function base with
state base state
clustering without clustering
Speaker state average
ID clustering
1 (male) 90 100 100
2 (male) 100 100 100
3 (male) 90 100 100 9
4 (male) 90 80 80
5 (male) 100 100 100
6 (male). 100 100 100
7 (female) 100 60 80
8 (female) 90 40 50 70
9 (female) 30 40 60
10 female) 90 100 100
88 82 87

From Table 2, we can say that female speaker
more difficult to recognize compared to male
speaker. In the average, recognition rate both for
male and female speakers are 96.11 % and 70 %,
respectively.

Table 3 presents classification result for the
three methods in detail. From the table, we can
say that error occurs for speaker number 8 and 9,
because speaker number 8 and number 9 are
sisters (sibling). The elder sister is 12 years old
and the younger is 9 years. Their voices are very
similar; hence it is difficult to differentiate
between them using our bare ears. We can say
that these methods are not running well for
situation where the speakers are sibling and their
ages are close, i.e. 3 years old in this case.

Table 3a. Classification result for testing data
using HMM Euclidean distance base

o Recognized as speaker number .
D 14| 2| 3| 4| 5| 6] 7|/ 8] 9]o
1 9] ojojo]l1jlojlolofolo
2 0l 10 ojofofo]ojofo]o
3 0] of9jol 1]lojlolofofo
4 0] ojol s8] 2]lo0]ofoflo]o
5 0] ofolojJ1o{o]lolofo]o
6 0] ofojojoft] 0] ofof-0
7 0] ojoJojo]loj1]of]ofo
8 0 ol ojojojlojlojeal1fo
9 0] ofolojof o] of 631
10 0] ojoJo|l 1[o]ojofo]oe




Table 3b. Classification result for testing data
using HMM kernel function base without state

clustering
Speaker Recognized as speaker number _
D | 1] 2| 3|4|5|6|7|[8|s|10
1 0] o0ojololololo]lolo] o
2 0] 10 0 0 0 0 0 0 0 0
3 JoJofw|ofojoflolo|lo| o
4 | olololsfo[1]ofo]o] 1
5 ol ol olol1w]o]lo]o]ol o
: ojlojofojofw]ofo|of o
7 4 0 0 0 0 0 5 0 0 0
: o]l ol o|l ofofof of 4af 3| 3
9 |3floflofoflofofolt]|al 2
10 [ ofofjofojoJoJolofolfH1o

Table 3c. Classification result for iesting data
using HMM kerrel function base with state

clustering
e Recognized as speaker number
[l 1 3| 4| 5] 6| 7| 8[ 910
1 10|l 0ol ol ofo]o]olo0]loO]oO
2 o|l1fofo]oflofo]o]o]o
3 ol oj1ofoflojofolo]lo|oO
4 ol ool el 1]ofojof1]o0
5 0ol ojofoj10] ol o] olo]oO
6 ol ojofofjoj10f 0] o0o]o]o
7 2l ol ofolo]ofs8]lo]lolo
8 ol oj ol ol ojofof 5] 41
9 3l olofololof o] o] 6] 1
10 0] ojofojo]of o] o] off1o
6. Conclusion
We have presented in this paper, the

development of a speech recognition system
based on modified HMM  using euclidean
distance and kernel function separately and a
cascade with MFCC as feature extraction.

Experimental results show that the system
could recognize and discriminate the speakers
with recognition rate around 85 %. Whereas, the
< standard system only 42 %. This research also
shows that recognition rate for the methods with
state clustering better than without state
clustering. if speakers are sibling, “then
recognition rate will drop significantly, especially
for ones with similar ages. It is also confirmed
from these experiments that 13 - MFCC
coefficients are good enough to represent the
data.
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