ISSN 1225-5343

2000. 8 Vol. 43

Land Use and Land Cover Change
The Contribution of Geography

Journal of Geography Education

Special Issue for the IGU Study Group on
Land Use and Land Cover Change,
29th International Geographical Congress
Seoul, Korea
August 14-18, 2000.

Manik Hwang
Yukio Himiyama

Department of Geography Education

College of Education
Seoul National University
Seoul, Korea



BTG, 48, 122158, 2000, 8,

Contiguous Spatial Classification: A new approach on
quantitative zoning method

I. Introduction

Classification iz a fundamental aspeet of svi-
entific activity and widely used as a descriptive
tool, summarizing large data zets in a readily
appreciated format. According Lo Johnston
{1978), there are two reasons for classification:
{1} reducing large numhber individuals to a
small number of proups, and (2) to facilitate
description and illustration.

Classification of geographical data needs a
specific approach. A homogeneityv-based classi-
fication should clearly show more similarity
between in-group members rather than inter-
group members. In spatial classification, an
ideal member of one group should close in term
of physical distance instead of in their
attribute’s values. Accordingly, a member of
ane spatial group should have high spatial
aubocorrelation. The spatial autocorrelation is
a natural phenomenon of geographical data,
therefore, grouping or classification of geo-
graphical data should determine the autocorre-
lation between individuals based on their spa-
tial association. Autocorrelation statistics are
basic descriptive statistics for any data that
are ordered in a sequence because they are
provide basic information about the ordering of
the data that is not available from other
descriptive statistics such as the mean and
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variance (Odland, 1988), Aulocorrelalion sta-
tistics are function of the zame data values
that are used to caleulate sther descriptive sia-
tisties but they are also functions of the
arrangement of those values in a sequenaa,
The arrangement is expressed by some fune-
tion that assipns values to pairs of lecations in
the sequence in order to represent their loca-
tion with respeet to one another. In fact, most
of spatial autocorrelation formulations are not
uzed for the classification purposes.

Analvsis on the Modifiable Areal TInit
Problem (MATIP) can be seen as a kind of
homogeneity-based spatial claszification.
Openshaw (1977) was ane of the first who re-
emphasized the importance of aggregation
effects on geographical data, after (ekkle and
Biehl in 1934 started to show the increase of
the correlation coefficient due to increasing
gcale by standardizing the size of areas.
Openshaw (1982) noticed that there are two
different types zonal arrangement, there are
(1} zoning system: grouping system that incor-
porates a contiguity conestraint (spatial agpre-
gation hased on contiguous arrangement of
zones), and {2) grouping system: a non-contigu-
ous grouping system, Classification method
based on attributes values do not guaranty
contiguity which make spatial classification
often hecame fragmented, spatially, and make
it became difficult to get a general spatial pat-
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tern. In regional classification, a contiguoas
regionalization is required (o make the classif-
cation more efficient and applicable on regional
policy and management. Tn regional manage-
ment, it will be very valuable when duata {or
one set of arcal unitz are progressively aggre-
pated inte lewer and larger unils, Most of geo-
graphical studies have employed spatial aggre-
galion based on contiguous management of
zones, =omething referred to as a zoning svs-
tam or regionalization.

Resion as a geographical term is a speecific
torm of spatial classification. Johnaton {1976)
recognized lwo bypes of regions: (1) formal,
comprising places with similar characteristics,
and (2) functional, er nodal, emphasizing
places with similar linkage patterns te other
places, From another point of view, Johnston
also subdivided region term into (1) regional
types and {2) cantiguous region. Regional type
comprises place, which are similar on certain
pre-determined characteristics (landscape,
population strueture, ele.), The contiguous
1‘eg‘inns.invulve a cu:untig'uit}l' constraint — a
region must comprise spatially conterminous
unit. Therefore, contiguous regions are defined
not only on category homogeneity but also on
all parts being in direct contact with one
another. Zoning system provides a major sim-
plification of real-world complexity that is nat-
urally geographical.

The recent discussion on spatial analysis has
lead to the view that a key area for geopraphi-
cal attention concerns is how to analyze spatial
infoermation aggregated to zones. Spatial
analysis now are challenged to discover meth-
ods of analysis that are appropriate for spatial
zonal data which are modifiable due to its
nature, Openshaw (1996) saw this challenge as
the most important of all the GIS-relevant spa-
tial analysis tasks that still fieed to be han-
dled. :
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This study aims to apply several methods on
spatial classification or zoning melhods and
then try to determine the characteristic of
every class or zones based on their position and
attributes, The study is focused on one of sub-
urban regiong of Jakarta City, Bekasi District.
Bekasi District's will be grouped Lo be several
zones by their determinant factors and geo-
graphical positions in attempt to deseribe the

process of suburbanization in the study ares,
1. Method

The purposes of classification processes con-
sizt of determining the criteria of classification
and then allocating the ohject measured to
classes, Considering the number of attributes
to be determined, classification process can be
distinguished between single and multi vari-
ables classification. To develop a contiguous
classification system, a measurement of conti-
Euity among spatial units is needed. It 1= possi-
ble to include geographical position variables
to be determined by a common multivariate
clagsification procedure such as cluster analy-
sis method.

Two approaches of contiguous classification
method will be examined. The first approach is
developing a contiguity approach in single and
multi variables classification method using
cluster analysis methods. The second approach
is hy developing a new formula of spatial con-
tiguous classification to manipulate the origi-
nal attribute values in atternpt to contrast the
different between spatial zones.

1. Non-contiguous spatial classification

The term cluster analysis actually encom-
passes a number of different classification
algorithms, This method has been applied to a
wide variutii.r of research problems. Clustering
method uses the dissimilarities or distances



between object when forming the clusters.
These distances can be hased on a single or
multiple dimensions. The most straightforward
way of computing distances among objects in
multi-dimensional space is to compute
Euclidean distance, which is computed as fol-
Tow:

D, =0z -2,)

for 2 single vanable ¢ase {1}
and
T - - .
E__-I' . e 33
‘-I-[Z_- -Z.)
for a multivariable case 2)

where, D,; is Euclidean distance between § and
J, Z; and Z,; are the attribute values of { and j
for the Z,, variable, and Z,,, and Z,,; are the
standardized values ol Z,,; and Z,,;.

Ward’s method (Ward, 1963) attempts to
minimize the sum of squares (S8) of individual
members to group centroids that can he formed
at each step. In other words, the variance of
the distance is to be minimized as follow:

afz—l{ﬁfﬂ,*l’*} (@)

iy Li=1
where of is the variance of the group k, Dy is
the distance between place { and the centroid
of group %, assuming that { is a member of the
group &, and ng is the number of members of
group k.
2. Contiguous spatial classifications

Many types of spatial analysis require
knowledge of the degree of spatial associastion
in the data. DeMers (1997) defined contiguity
as a measure of the degree of wholeness within
a region or of the degree to which polygons are
in contact with one another. Many scholars

have been trying to develop procedures for con-
tiguous regions. Johnston (1970) suggested

that the wsual classification procedures should
be adopted and then tesis should be made to
see if they also form contiguity regions.
Furthermore Johnston (1976) introduced a con-
tiguily constrain Lo be involved in the grouping
procedure.

{1} Cantiguaus spatial classification using
cluster analysis with geographical vari-
ables (NC Procedure)

In an attempt to identify contiguous regions,
Johnston 11976) introduced & contiguity con-
siraint to the hierarchical clustering with cen-
iroid replacement procedures. In this proce-
dure, unitz were grouped only if they were con-
tiguous (adjacent).

A contiguity constraint can be expressed in
many approaches. [t can be expressed by intro-
ducing geographical variubles, the geographi-
cal position coordinate {easting X and northing
¥). Accordingly, the Euclidean distance on
grouping procedure (equation 1 and 2) should
be modified to:

W2 =20
;= | S e .
VBl - xpt v - Yt
for 4 single variable cases (4], and

kzy 250t vy - 2, P At
Po= (Zo, -2+ flX =X P+ (/-7
[ ‘m.r + ' 4 i 4

for a multivariable cases {5)

where § is the weight of contiguity. The conti-
guity factor will be strengthened if B is set to
be less than one (f§ <1) and becomes wesker if §
set bigger than one (5 >1). When f is set to be
equal to one (ff = 1), the weight of contiguity
will decrease as the number of variable (m)
increase. The complete procedure for this spa-
tisl contiguous classification is deseribed by
flowchart in Fig. 1.
Theoretically, the spatial contiguity among
spatial unite should be determined in & single
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Fig. 1. Flowchar of spatial non-contizemes dassification (NG procedure)

variable but in this procedure, the two geo-
graphical posilion variables (X and Y) will
work independently Lo each other. Neverthe-
leas, Lthis procedure is casier and more practi-
cal compare Lo some other procedures. In the
Thompson's contiguity constraint procedure, a
contiguity malrix among all spatial units
should be prepared and be used as 2 constraint
matriz. This procedure is quite complex and
time eonsuming.

The groups resulted from cluster analysis
with contiguity constraints (loading zones) ars
then iested by slatistical Least Significant
Difference (LSD) test procedure. The final
zones should have significant differences
amang each other.

12) Contiguous spaiial classification using
aggregation formula (G and C” procedures)

Basic‘aﬂy. spatial autocorrelation 15 8 mea-
surement of general spatial aggregation of a
data set but not in individeal measuremeni

The ba=ic factor of zoning system is contigmi-
ty among adjacent units. Therefore, a method
to measure aggregation among spatial units is
important to be developed. The spatial aggre-
gation or spatial association (F}) level of object
i with its surrounding sites is the function of
its attribute values (Z) and spatial or spatial
association (F,) with its surrounding region j,
or mathematically it is described ==

F'.' = ,I"l.’Z;, ZJ} (6}

The alternative formulations of F; depend on
the assomption of the association relation

between § and j. Spatial association can be
identified in & number of ways. Recently, a
number of statistics called local statistics iden-
tily the association between single z; and its
neighbors up to & specified distance from .
Nass and Garfinkle (1992) used the localized
autocorrelalion diagnostic statistic, LADS to
determine the presence of & contiguous bloc of
geographic entities

Angelin (1995) formulated a class of Local
Indicators of Spatial Association (LISA) as fol-
lows:

L= %u‘,___ty {7}
where w;; represents the “spatial association™
hetween sites § and §, and vij represents the
“association of values (attributes)” of randam
variable at site { with values at the other sites.
The y;; can be in the form of Moran's type sta-
tistics, I;, than y; = (z; = #) (z; — 2) or in the
form of Geary's type =tatistics, C;, then ¥, = {z;
-z

Rustiadi and Kitamura (1998) have defined
that attractiveness of a region is the funetion
of population density and as the result of spa-
tial ageregation among an associated spatial

units, and formulated as follow:
B+3IWP,
R=—t—0, i4j ®
A;+3LWA;
4

where F; is an attractiveness index of region i,
P; and P; are populations of i and j, A, and A;
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are Lhe latal area of @ and ‘.I'. W” is Wnig‘ht fone
spatial association between § and j, 1L can be
expresserd as a continueus value, ranged from 0
lo L, or a5 a discrete value, between 0 and 1. In
a discrete system, W, = 1if¢ and 7 are adjacent
regions and W, = 01if§ and j are not adjacent.

When the aggregalion is delermined as a
mltiplication function between the attributes
of ¢ and J, the following aggregation formula is
proposed :

T, = 2,3 Wyz, @)
K

where T is absolute aggregation value, and =,
is attribute value of ohject or site [ and z; is
attribute value for the other sites. W, is weight
for spatial asseeiation between [ and 7. In a
non-stationary system number of mi will vary
due Lo irregularity olject or polyons shape and
gize. In atternp to netralized this irregularity,
the following formulation is proposed :

o
wa

(10)

For comparison and classification purposes,
a standardized and dimensionless measure-
ment iz neecded. For a data zet consists of n
objects or sites, a standardized value of spatial
aggregation (F;) is propozed. Therefore, T; is
standardized by ;lizf. If D=%izf. then

7 Z;E_Wgzj
R e §
[} D m 1 H i ’
Fw, [_zz,} (11)
i i
Basic Comecied
Aatribiste Afiribie
fz) {7}

F; < 1: less spatialy aggregated than the aver-

F; = 1: mare

age, 7 = 1: same than the average
agregated than the average. I, = 1, il 7 is
equal to { or if summaration of the attribute’s

values of its

surrounding (z)) are equal to 0 or %Lyi.l.z; =0
4
The F; measurement is useful to compare the
zonal pattern among difTereant attributes or dif-
forent map themes, nevertheless, it can nol be
applied for a temporal changes analysis. In
order to get more effective method of contligu-
nus classification without standardizing, a
squars root of T; can be used as a new corract-

ed attribute value of 2, or called as 2",

Jix
1 7 E Wy

[T}
g

]~| W (12)
J

The procedure for this multivariate spatial
contiguous classification is described by flow-
chart in Fig. 2.

II1. Data and study area

Buburbanization process in Bekasi District
az one of Jakarta Suburb's areas has been
passed at least three suburbanization stages,
those are pre-suburbanization stage, the first
and second stages of suburbanization
{Hustiadi, ef af, 1298), The pre-suburbaniza-
tion stage of Bekasi District was characterized
by relatively low-dense and dispersed popula-

tion and low level of both urban and rice field
Clinmer Loading Final
AmnabysE ;nnes Fomes

Fig. 2. Tlowchart of spatial contiguous classifieation by correcting attributes value procedure (o procedure)
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Table 1. Vartubles proups and zoning indiestor parameters

Vurishle/parameters unit Motation
Variubles asic attribules 1. urhan land ratio penplefun® u
2. population density B
3. rice Geld land rativ 3
Sputial varinbles Longitude coordinate m (LMD Y
Latitude enardinale m (LTTM) by
Agpregation inclex 1. abaalute aggregation valus T i
ol region i 2. standardized agpregation index F;
3, corrected attributes value £
Zoning Coeilicient of Variation within group (2one) % oy
parameters  Unfragmented spatial unit E
Number of significant zone b

land ratios. The first stage of suburbanization
characterized by two major increases in rice
field and urban land ratios implicate the
increase of land use mixture hetween them.
The latest stage charaeterized by: (1) the con-
tinuing population agglomeration in the near-
est area Lo Jakarta City, (2) the emerging of
less-dense new local urban concentration in
several areas, which are relatively far from
dakarta, and (3) the decreasing on rice field
land ratio due to the sonversion process to
urban activitics. Despite of thess general
stapes, subregions in Bekazi District have been
developed in various rates of growth. The sub-
urbanization intensity vary due to their local
conditions, accessibility to the city center, and
other Tactors. A suitable elassification of sub-
urb {o be some subregions is useful to deter-
mine the variation in suburbanization stages.

In this study, three variables will be used as
the attributes for spatial classification, namely,
population density (p), urban land ratio (),
and rice field land ratio (7). Table 1 deseribes
the proposed variables groups for characteriz-
ing the subregions in the study area,

IV. Analysis results

Table 2 shows the result of single variable
clagsification using three approaches of classi-
fication using cluster analy=is procedures. The
first approach, NG (non contiguous) procedure
iz employed for three single standardized
attributes variables, namely population densi-
ty (p), urban land ratio (4} and rice field land
ratio (7). The C procedure is a conliguous pro-
cedure where as cluster method emploved to
the previous gimilar three variables {p, pdan 7)
and two variables of geographical position, X
and ¥. The C" procedure is cluster analysis
procedure apply to & manipulated (corrected)
attributle values p”, p*, and t* as the result of
ihe calculation of aggregation formula (equa-
tion 12). Each year data sets are clustered
three groups, L (the lowest group in the year),
M (medium) and H (the highest group in the
vear), A statistical Least Signifieant Different
(LSD) test procedure is conducted to tesi the
different among the group’s means.

Table 3 shows the result of multi variables
classification procedure, whereas each year
data sets are clustered to be three groups (1, 2
and 3). Each new groups are inlerpreted as a
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Table 2, Stalistical parameters of the groups reselting from univarinte spatinl classifieation for populstion distribu-

tinn
Aones
Statistical — N ) N ]
procedure o oer - 1EMAT0 .. 1951752 B 1993 Average
L M H L M 3 L M H
fiy 63 2 7 15 14 3 147 a7 5
o 44547 8093 12754 895" 46245 10DASY 11022Y 464T.5° 116768
NG & 1245 1116 20121 558 1281 W67 54205 142801 21333
oV, 2708 1379 1577 5608 2641 1457 744 3073 18927 91l
WG 112 &% 3 a3
B=05 n, mn a7 2 13 70 74 108 66 28
i 45317 4670 oo0gh 81130 115980 58264 103180 145240 T4pasd
@ 1204 1439 23G.0  GEE0 S104 24913 5561 10787 30829
ov, 2655  A0TT 2382 6233 5280 4086 5418 7427 4085 452
B 92 52 62 33
f=1 =, 33 as 12 75 72 M 76 113 43
i 469.4° 4831% 10162'  om®  1186Y 6122 o987 1146 GOGOE
Lo CA 16981 1315 2457 568 666 2386 582 BASZ2 31623
ov, G20 2722 2408 6304 5529 3887  S5EMA 5908 5210 46
kg B 42 52 28
g=2 23 a6 3 71 15 Ti 68 87 77T
B 4632° 5877 T086a% B8516Y 12402 63167 O934.9° 1065.8° 295588
a, 2139 2988 2817 4998 7217 23654 5T0.4  HB0.3 33201
cv, 4618 5084 4004 GRED 5TTT 3745 6L0OG  B2E0D 8393 530
bQ 22 &4 43 14
Wi  ony 40 a8 1% 108 42 12 184 35 1
7 4042% 65270 B8912°  820.4° 19344° 457027 103547 415307 776597
o, 833 546 1203 2607 46L9 TB42 452 9382 15407
cv, 2061 637 1350 3178 2388 1706 4655 €259 1984 227
o RiGE 13 53 i 26
&  a 8 4 i, @5 86 1B i 96 13
il 3748" B405Y 11164° 7462 16956% 627120 101295 4226.3° GMAQDE
T 1061 1586 2536 3485 9054 96399 5613 17101 32708
vy 2831 2442 2272 4670 5330 4210 5542 4046 3447 387
BQ 73 1673 1473 27

Notes: NC: non-contiguous procedure, C: contiguous dlassification with spatisl varizhles, Ccontipuous dassification
with aggregation formula, g population density, n,: number of zone members for the elassification of
attribute p, f the mean of the zone of aliribute p, g, standard deviation of the group for attribute p, L: low-
eat group in the year, M: medium group in the year, H: highest group in the year, k: number of contiguous
{unfragmented) aggregated spatial units (desas), Q: number of zones resulted from clustering prosedure which
significantly different (ax = 005}, a, b, ..., & the means with similar marks are nol significantly different
according to LSD test, f contiguity weight, Wj: contiguity constrainte for spatial association is based on
zerv/ome adjacency, g contipuity constraints for spatial association is based on new association formulated in

equation (15). OV: coefficient of variation
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Table 3. Statistieal parameters of the groups resulling from univariute spatial clussification for urhan land rutin.

Lones
Statistical : i
procedurs parameter 196570 195182 1951 by Average
L M H L M H L M H
Hy 50 35 2 108 44 18 167 58 7
] 0.0564* D217 05107 0088 0281° 0626° 0087 03110 0762
NG a, 0041 0059 0180 0447 0064 0115 043 009 0297
CVF ™o 2719 31437 5281 2258 1837 55.17 3087 3848 303
BiQ a3 2204 185 54
=03 n, 27 48 15 73 57 32 168 57 7
a 0044 0127 0813 0107" 0133 04565 0094" 0295 0.762
g 0051 0058 0099 0087 0079 0165 0061 0114 0163
cv, 11581 4646 1000 6262 6940 3576 6480 3864 2138 508
kfQ w3 1113 192 4.1
=1 n, o7 41 ] 68 42 52 53 111 35
i o050 0.012% 07y o0ss® 0aod® 03590 0208 00b  D44T
C g, 0.063 0080 O0L0 0O0B5 0071 0180 0069 0072 0184
¥, 126 5310 366 6566 6698 5004 6300 6545 4116 596
K 5 . A2 672 L7
p=2 =n, 25 40 25 47 56 59 72 4y 71
B 0047 01265 02300 04277 04927 ou2s™ 0200 0160 0292
a, 0064 0073 0424 0124 0193 0167 0086 0086 0216
cv, 13617 5754 5391 5764 10052 7422 6667 7414 7387 272
kg 7 503 1274 e §
Wy . n 39 40 11w a9 16 124 74 34
P 0048 0.156° 03120 0104 0259 0423 0075 0.188° 0385
g, 0033 0035 0050 0042 0042 0055 0029 02 0076
cv; 6875 9244 1603 4038 1622 1270 3867 223 1974 286
o B 743 543 123 27
8ii Ry 3z a6 22 B4 52 26 78 34 120
Fd 0033 0136 0275' 0.080° 02050 0480”7 01807 0470" 068(F
oy 0.030 0054 0099 0048 0074 0175 0060 0180 0380
oV 9091 3971 3600 6000 3610 3646 §333 3880 5588 517
G T 1673 147 41

Notes: NC: nan-contiguous procedure, C: contiguous dlassification with spatinl variables, € contiguous classifica-
tion with aggregation formula, 1 urban land ratie, . number of zone members for the classification of
attribute i, f@ the mean of the zone of attribute 1, 4, standard deviation of the group for attribute u, Lo low-
st group in the car, M: medium group in the ear, H: highest group in the ear, k: number of eontiguous
(unfragmented) aggregated spatial units, @ number of zones resulted from clustering procedure, which signif-
jeant! different (& = 0.05), a, b, ... & the means with similar marks are not significant] different, f contiguit
weight, W: contiguit constraints for spatial association is based on zerafone adjucene, gy contiguit con-
slraints for sputial association js bazed on a new association formulated in equation ( ), CV: coefficient of vari-
stion
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Fig. 3. Non-contiguous and contiguous classification of population density, vsing cluster analysiz,
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Tuble 4. Statistical parameters of the groups resulting from univariate spatiol dassifieation for oee field land ratio,
—

Fomes
Statiztical P— —— - e
procedne: parameter 196970 1981/82 1893 Average
B M H L M " L M H
ny, 31 20 39 39 46 T 63 58 111
o 0287 05987 0849 0237 0516 08380 0123% 04549 (.a5ge
NO A 0088 0087 0074 0084 0083 0101 0081 0107 0104
{,"E’F .15 1455 872 3544 1610 12,12 5595 2357 1211 247
HQ 2003 31 23/3 8.2
H=105 H a3 18 a9 59 fils] 47 59 a3 40
= 0.317" 0852 0814 0457 0607 0974° 0204 08017 0868
o, 0132 0182 115 0236 0241 0.208 0146 0,150 0.108
cv, 4164 2791 1413 6l64 S070 2687 7157 2495 1244 45
ki @3 93 103 31
p=1 =, 30 19 41 71 48 43 74 &1 a3
g 0.a06® 06167 080T 0405 06687 0848 0.196% 05450 0860
C 2 0.135 0201 0.121 0205 0204 106 0147 0218 0.115
cv, 4363 3263 1505 0BT 3049 125 7500 4000 1823 348
e, Y] B/ %3 9.6
=2 iy 29 27 3 b9 56 47 77 B2 87
i 0.330" 0682 0762t 0457 06070 07T 0199" 05845 0762
a, 0056 0.213 01T 0235 0441 D20B 0142 0243 0277
(.'ir", 4727 3124 1811 LG4 39.70 9147 71.36 4161 3635 47.6
kG a4 a3 53 1.4
Wy ony 40 38 12 108 42 12 183 25 14
z 404.2° 6H2TY 891" 8204° 193445 45702F 103549 4158.0° 776595
o 833 546 1203 2607 4619 742 482 9382 15407
cv; 2061 837 1350 BSLTE 2388 1716 4655 2250 1984 207
> kG 1V /3 62 2.6
8y np," 26 26 38 46 53 53 67 52 113
i 0292" 0565 08307 0293° 0577 08510 0166° (5050 08150
a,’ 0130 0184 009 0170 0136 0087 D145  0.224 0165
cv, 44.37 3234 1L5T 5802 2457 1022 BT35 4436 2025 368
] 124 173 1373 4.7

Notes: NC: non-contiguoie procedure, C: contignous classification with spatial varishles, ©': contiguows classifiea-
tion with aggregation formula, © urban land ratio, ¢ number of zane members for the classification of
attribute 7, T the mean of the zone of attribute 7, o, standard deviation of the group for attribute 7, Lt lowest
group in the ear, M: medium group in the ear, I: highest group in the ear, k: number of contiguous (unfrag-
mented) aggregated spatial units, Q: number of zones resulted from elustering procedure, which significant!
different (o= 0.05), a, b, ..., & the mnsnﬁihainﬁlﬂrmrksamnutsigﬂim-nu different, 5 contiguit weight,
Wy eontiguit constraints for spatial assodation is based on zerolone adjacene, gy contiguit constraints for
spatial association is based on a new association formulated in equation{ ), CV: coefficiznt of variation
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Fig. 6. Multivariate classification

development stages.

By using cluster analysis procedure, for
every data set of single attribute variables, the
region 1 splitted into three subregions (zones).
For the case of contiguous classification, statis-
tical Less Significant Different (LE3D) tesis
show that for =ome attributes, the differences
among the means of the zone's are not signifi-
cant (Table 2. The visualization of these

results is showed in Fig. 3a, 3b and 3e. The
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maps in these figures only show zoning which

significant differences,

The contigunus classification procedure in all

cases of classification has fgured oul clearer

and simpler zoning result. Furthermore, this

method could not guaranty to make a perfect

unfragmented zoning without any enclaves.

The level of fragmentation more depends on

data condition, and the weight 8 (for cluster

analysis using spatial variables procodure) and
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W,; (for the case of aggregation formulalh A
negative spatial autocorrelated data set will be
fragmented and more difficult to be simplified
in only several zones. So far, this method could
conlrast the spatial aggregation in attempl Lo
summarize the general spatial pattern,

According o the univariate population clus-
Ler zoning system results, the patiern of popu-
lation distribution has changed from separated
less-dense population clusters to be two highly
concentrated population tlu;tt.e:rs. One of the
elusters is a wide population concentration at
the border area adjucent o Jakarla City, and
the other one is a small population concentra-
tion located far from the border and the most
urbanized areas distributed along the main
road [rom west to east (Fig. 3). Urban land use
ares changed to be farther fram Jokarta City
(Fig. 4). The regionalization of rice field areas
have become clearer which become more con-
centrated in the northern part of Bekasi
District (Fig. 5). The zoning patlerns of two
proceeding contiguous classifications show sig-
nificant resull,

As shown in Table 2 and 3, compared to the
other procedures, the contiguous classification
using aggregation lormula (C”) tend to form
zoning system with small variances among the
members (small coeflicient of variation). This
consequences on resulting highly statistical
significant diflerences among zones,

Multivariate ¢lassification needs more com-
plex interpretation. For the case of Bekasi
District, it seems that classifying the develop-
ment of suburbanization to be three zones is
too simplify the real phenomenon (Fig. 6). By
using multivariate classification, it I.‘;e::ume
clear that the most urbanized areas in the
study area are developed originally from the
older local urban centers, where the rice pro-
duction centers were also located. Most of the
current fice-producing areas are relatively new

produclion areas.
V. Conclusions

This study deservibed the classilication meth-
pds applied to spatial data, especially the spa-
tial distribution data of population and land
uses. The variation of population distribution.
urban land uses and development slages in
suburbs area can be spatially visualized by
non-contiguous and cantiguous spatial classifi-
eation methods. The contiguous spatial clasaifi-
cation methods are able to describe and mea-
sure spatial pattern quantitatively. These
quantitative analysis were able to show un
ambiguous description of changes on spatial
pattern of land use and population distribu-

Lion.
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