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Abstract. Sensitivity analysis describes the effects of coefficient changes of a linear optimization problem to the optimal solution. Usually we use the optimal basis approach as in the simplex method. This paper discussed the sensitivity analysis with another approaches: analysis using an optimal partition based on the interior point method to determine the range and shadow price. We then compare the results obtained with those produced by the simplex method with the help of software LINDO 6.1. The results of sensitivity analysis obtained through the optimal partition approach is more accurate than using the optimal basis approach (the simplex method), especially for cases where the primal or the dual optimal solution is not unique. But when the primal and the dual have a unique optimal solution, the simplex method and the optimal partition approach produce same information.
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1. Introduction

Linear Optimization (LO) is concerned with the minimization or maximization of a linear function, subject to constraints described by linear equations and/or linear inequalities.

Sensitivity analysis describes the effect of changing the parameters of the linear optimization model, i.e. studying the effect of changing the coefficients of objective function and right-hand side value constraints to the optimal solution. Sensitivity analysis that is used in the classical approach (the simplex method) based on the optimal basis. This paper will present briefly sensitivity analysis by using another approach, the analysis using the unique partition (optimal partition) based on the interior point method. This method is presented by Roos, Terlaky and Vial [1]. By using the optimal partition approach, we determine shadow price and range. For the same problem we also performed a sensitivity analysis using the simplex.
method with the help of software LINDO 6.1. Then we compare the obtained results.

The structure of this paper is as follows. In section 2, we review shortly the primal-dual problem, optimal partition and optimal sets, range and shadow price, and sensitivity analysis with classical approach. In section 3, we present three cases of LO problems to be analyzed and compared by using optimal partition and by using LINDO 6.1. At the end we give concluding remarks.

2. Sensitivity Analysis

2.1. Primal-Dual

Every linear optimization problem can be modeled mathematically into a form called the primal form (P) and the dual form (D).

The standard form of a primal and a dual form are as follows:

(P) \[ \min \{ c'x : Ax = b, x \geq 0 \} \]

(D) \[ \max \{ b'y : A'y + s = c, s \geq 0 \} \]

where \( c, x, s \in \mathbb{R}^n \), \( b, y \in \mathbb{R}^m \) and \( A \in \mathbb{R}^{m \times n} \) is matrix with rank \( m \).

Suppose the optimal value of (P) and (D) symbolized by \( v(b) \) and \( v(c) \):

\[ v(b) = \min \{ c'x : Ax = b, x \geq 0 \} \]

\[ v(c) = \max \{ b'y : A'y + s = c, s \geq 0 \} \]

The feasible regions of (P) and (D) are denoted by \( P \) and \( D \), respectively:

\[ P := \{ x \in \mathbb{R}^n : Ax = b, x \geq 0 \} \]

\[ D := \{ (y, s) \in \mathbb{R}^m : A'y + s = c, s \geq 0 \} \]

If (P) and (D) are feasible then both problems have optimal solutions, and we denote it by \( P^* \) and \( D^* \).

\[ P^* := \{ x \in P : c'x = v(b) \} \]

\[ D^* := \{ (y, s) \in D : b'y = v(c) \} \]

2.2. Optimal Partition and optimal sets

The followings are the theorems that used as base of forming an optimal partition.

**Theorem 1.** (Duality Theorem, cf [1] Theorem II.2) If (P) and (D) are feasible then both problems have optimal solutions. Then, if \( x \in P \) and \( (y, s) \in D \), these are optimal solutions if and only if \( x's = 0 \). Otherwise neither of the two problems has optimal solutions, either both (P) and (D) are infeasible or one of the two problems is infeasible and the other one is unbounded.

**Theorem 2.** (Goldman-Tucker, cf [1] Theorem II.3) If (P) and (D) are feasible then there exists a strictly complementary pair of optimal solutions, that is an optimal solution pair \((x^*, s^*)\) satisfying \( x^* + s^* > 0 \).

The optimal partition of (P) and (D) are the partition that splits the index of \( x \) (and \( s \)) into \( B \) and \( N \), as follows:

\[ B := \{ i : x_i > 0 \text{ for some } x \in P^* \} \]

\[ N := \{ i : s_i > 0 \text{ for some } (y, s) \in D^* \} \]

We may check that the duality theorem implies \( B \cap N = \emptyset \), and Goldman-
Tucker theorem implies $B \cup \mathcal{N} = \{1, 2, \ldots, n\}$.

We use $x_i$ and $y_i$ as notations refer to the restriction of the vector $x \in \mathbb{R}^n$ to the index set $B$ and $\mathcal{N}$ respectively. Similarly, $A_i$ and $A_{-i}$ represent the restriction of $A$ to the columns with indices of set $B$ and $\mathcal{N}$ respectively. We then have the following lemma.

**Lemma 1** (cf. [1]) $P^*$ and $D^*$ can be expressed by terms of the optimal partition into

\begin{align*}
P^* &= \{(x) : A_i x = b_i, x_i \geq 0, x_i = 0\}, \\
D^* &= \{(y) : A_{-i} y - s = c, s_i = 0, s_i \geq 0\}.
\end{align*}

### 2.3. Range and Shadow Price

Sensitivity analysis determines the shadow price and range of all the coefficients $b$ (the value of the right side of primal constraints) and $c$ (the value of the right side dual constraints). In one case, the value of coefficient $b$ or $c$ may be a break point. If the coefficient is a break point, then we have two shadow prices: the left shadow price and right shadow price. If the coefficient is not a break point, then there is a shadow price at an open linearity interval and range of the coefficient is in the linearity interval. Figure 1 shows an example of change in the optimal value for the change in the value of $c_i$ ($c_i=1$ and $c_i=2$ are break points).
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Figure 1. Optimal value function for $c_i$

Suppose that $(P)$ and $(D)$ are feasible. According to optimal partition approach [1], range of $b_i$ is obtained by minimizing and maximizing $b_i$ over the set

\begin{align*}
\{b_i: A_i x = b_i, x_i \geq 0, x_i = 0\}. (1.1)
\end{align*}

Left and right shadow price of $b_i$ are determined by minimizing and maximizing $y_i$ over the set

\begin{align*}
\{y_i: A_{-i} y_i + s_i = c_i, s_i = 0, s_i \geq 0\}. (1.2)
\end{align*}

Range of $c_i$ is obtained by minimizing and maximizing the value of $c_i$ over the set

\begin{align*}
\{c_i: A_i y_i + s_i = c_i, s_i = 0, s_i \geq 0\}. (1.3)
\end{align*}

Left and right shadow price of $c_i$ are determined by minimizing and maximizing $x_i$ over the set

\begin{align*}
\{x_i: A x = b, x_i \geq 0, x_i = 0\}. (1.4)
\end{align*}
2.4. Sensitivity Analysis with the Classical Approach

Sensitivity analysis with the classical approach based on the simplex method to solve linear optimization problems. The optimal solution of this classical approach is determined by an optimal basis.

Assume that \( A \) is a matrix of size \( m \times n \) and rank \( \langle 1 \rangle = m \). Indices of a basis variable is denoted by \( B \). Then sub-matrix \( A_B \) is a non-singular matrix of size \( m \times m \) with \( A_B x_B = b \) where \( B \) is the set of non-basis variable index of \( A \). A primal basic solution \( x \) can be determined by

\[
x = \begin{pmatrix} x_B \\
\end{pmatrix} = \begin{pmatrix} b \\
\end{pmatrix}, \quad (1.5)
\]

and a dual basic solution can be determined by

\[
y = A_B^T c_B, \quad s = \begin{pmatrix} s_B \\
\end{pmatrix} = \begin{pmatrix} \frac{0}{s_B} - A_B x_B \end{pmatrix}, \quad (1.6)
\]

Sensitivity analysis with the classical approach uses also formulas (1.5) - (1.8) to determine the range and shadow price, but with the optimal basis partition \( \langle B, B' \rangle \) instead of \( \langle B, V \rangle \). In fact, \( P \) and \( D \) may have more than one optimal basis, and therefore this classical approach may also provides different shadow price and range [2].

3. Cases

We consider three cases as follows:

1. Optimal solution of the primal problem is unique and optimal solution of the dual problem is not unique.
2. Optimal solution of the primal problem is not unique and optimal solution of the dual problem is unique.
3. Optimal solution of the primal and dual problems are unique.

3.1. Case I

Suppose the primal problem (P) is defined as follows:

\[
\begin{align*}
\text{Min} & \quad 4x_1 - 5x_2 + 11x_3 \\
\text{s.t} & \quad 3x_1 + x_2 = 0 \\
& \quad x_1, x_2, x_3 \geq 0
\end{align*}
\]

The dual problem (D) is

\[
\begin{align*}
\text{Max} & \quad y_1 y_2 \leq 4 \\
& \quad -y_1 - y_2 \leq -5 \\
& \quad 3y_1 - y_2 \leq 11
\end{align*}
\]

The feasible region of the dual problem is depicted in Figure 2. From Figure 2, it can be seen that the set of optimal solutions of (D) is \( D^* = \{(y_1, y_2): 1 \leq y_1 \leq 5, y_2 = 4\} \) and the optimal value is 4. Slack variable of each of the dual constraints are as follows: 
It can be concluded that all the slack can be positive at an optimal solution unless the slack value of the constraint \(x_2 \leq 4\), i.e., \(s_1 = 0\). This means that the optimal partition of set \(N\) is \(N = \{2, 3\}\). Hence \(B = \{1\}\).

By using Lemma 1, we get:

\[ P^* = \{x \in \mathcal{P}; x_2 = x_3 = 0\} \] and \((P)\) has a unique solution \(x = (1, 0, 0)\).

Next we show examples of finding range and shadow price of \(h_i = 0\) and \(c_f = 4\). The other range and shadow price can be found in the same way.

**Range and Shadow Price for \(h_i = 0\)**

By using (1.1), range \(h_i\) can be determined by minimizing and maximizing \(h_i\) over the set \(\{b; Ax = b, x_2 \geq 0, x_3 = 0\}\).

We have \(Ax = b\) as follows

\[
\begin{bmatrix}
0 & -1 & 3 \\
1 & -1 & -1 \\
\end{bmatrix}
\begin{bmatrix}
x_2 \\
x_3 \\
\end{bmatrix}
= 
\begin{bmatrix}
b_1 \\
1 \\
\end{bmatrix}
\]

From the above system we get

\[ 0 = b_1, \]
\[ x_2 = 1. \]

Hence the range of \(b_1\) is the interval \([0, 0]\). Therefore \(b_1 = 0\) is a break point.

By using (1.2), the shadow price of \(h_1\) can be determined by minimizing and maximizing \(y_1\) over the set \(\{y; A^T y + s = c, s_1 = 0, x_2 \geq 0\}\).

Using that \(y \in \mathcal{D^*}\), the minimum value of \(y_1\) is 1 and the maximum value is 5, so the shadow price for \(h_1\) is \([1, 5]\).

**Range and Shadow Price for \(c_f = 4\)**

Range of \(c_f\) determine by minimizing and maximizing \(c_f\) over the set \(\{c; A^T y + s = c, s_1 = 0, x_2 \geq 0\}\), as in (1.3).

Matrix multiplication of \(A^T y + s = c\):
Based on Figure 1, if we eliminate the first constraint, \( y_2 \) will be in the interval \([1, \infty)\). By substituting \( y_2 = 0 \) and \( y_2 \) to the first constraint, we get \( y_1 = c_1 \). This means that \( 1 \leq c_1 \leq \infty \), hence the range for \( c_1 \) is the interval \([1, \infty)\).

By using (1.4) shadow price of \( c_1 \) is determined by minimizing and maximizing \( x_1 \) over the set \( \{x_1 : Ax = b, x_\geq \geq 0, x_\leq = 0\} \). Because of \( x_1 = 1 \), then the shadow price of \( c_1 \) is 1.

In Table 1, we present range and shadow price of case 1 which are obtained by using optimal partition approach. We also present range and shadow price obtained from calculation by using LINDO (Table 2). We may see sensitivity analysis of the simplex method (LINDO) did not detect that \( b_1 = 0 \) is a break point.

**Table 1. Range and shadow price obtained from optimal partition approach (Case 1)**

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Range</th>
<th>Shadow price</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_1 = 0 )</td>
<td>([0, \infty))</td>
<td>1</td>
</tr>
<tr>
<td>( b_2 = 1 )</td>
<td>([0, \infty))</td>
<td>1</td>
</tr>
<tr>
<td>( c_1 = -5 )</td>
<td>([-9, \infty))</td>
<td>0</td>
</tr>
<tr>
<td>( c_2 = 11 )</td>
<td>([-1, \infty))</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 2. Range and shadow price obtained from LINDO (Case 1)**

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Range</th>
<th>Shadow price</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_1 = 0 )</td>
<td>((-\infty, 0])</td>
<td>1</td>
</tr>
<tr>
<td>( b_2 = 1 )</td>
<td>([0, \infty))</td>
<td>4</td>
</tr>
<tr>
<td>( c_1 = 4 )</td>
<td>([1, \infty))</td>
<td>1</td>
</tr>
<tr>
<td>( c_2 = -5 )</td>
<td>([-9, \infty))</td>
<td>0</td>
</tr>
<tr>
<td>( c_2 = 11 )</td>
<td>([-1, \infty))</td>
<td>0</td>
</tr>
</tbody>
</table>

3.2. Case II

Suppose the primal problem (P) is defined as follows:

Min \( 4x_1 + 31x_2 - 5x_3 + 11x_4 \)

s.t \( 3x_2 - x_3 + 3x_4 = 0 \)

\( x_1 + 7x_2 - x_3 = 1 \)

\( x_3, x_2, x_3, x_4 \geq 0 \).

The dual problem (D) is

Max \( y_1 : \)

\( 3y_2 \leq 4 \)

\( 3y_2 \leq 31 \)

\( -y_1 - y_2 \leq -5 \)

\( 3y_1 - y_2 \leq 11 \)
The feasible region of the dual problem is shown in Figure 3. From Figure 3, we obtain that the optimal solution of (D) is $D^* = \{(x_1, x_2) : x_1 = 1, x_2 = 4\}$ and the optimal value is 4. Slack variable of each of the dual constraints are as follows:

$$
\begin{align*}
&y_2 - x_1 = 4 \
&3y_2 - 7x_1 + 3y_2 = 31 \
&y_2 - x_1 - 5 \
&3y_2 - x_1 = 11
\end{align*}
$$

By substituting $y_1 = 1, y_2 = 4$, we obtain the values of each slack. Slack in these constraints: $y_2 \leq 4, 3y_2 + 7y_2 \leq 31$ and $-y_2 - y_2 \leq -5$ are 0, i.e. $s_1 = s_2 = s_3 = 0$. Hence in the primal problem only $x_1, x_2$ and $x_3$ can be positive. Therefore the optimal partition $(B, N)$ is obtained, i.e. $N = \{4\}$ and $B = \{1, 2, 3\}$.

By using Lemma 1, we get:

$P^* = \{x \in P : x_i = 0\}$ and $(P)$ has not unique solution: \{$(x_1, x_2, x_3)$ : $(a, a, 0, a, 3 (1/a, 1/a)) \}, 0 \leq a \leq 1$.

By using the same calculation as in case I, we get ranges and shadow prices of case II (Table 3). Table 4 shows ranges and shadow prices of case II obtained by using LINDO.

Table 3. Range and shadow price obtained from optimal partition approach (Case II).

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Range</th>
<th>Shadow price</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1$ = 0</td>
<td>$(-\infty, 0]$</td>
<td>1</td>
</tr>
<tr>
<td>$b_2$ = 1</td>
<td>$[0, \infty)$</td>
<td>4</td>
</tr>
<tr>
<td>$c_1 = 4$</td>
<td>4</td>
<td>$[1, 0]$</td>
</tr>
<tr>
<td>$c_1 = 31$</td>
<td>31</td>
<td>$[4, 0]$</td>
</tr>
<tr>
<td>$c_1 = -5$</td>
<td>-5</td>
<td>$[4, 0]$</td>
</tr>
<tr>
<td>$c_1 = 0$</td>
<td>$(-1, \infty)$</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4. Range and shadow price obtained from LINDO (Case II).

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Range</th>
<th>Shadow price</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$ = 0</td>
<td>$(-\infty, 0]$</td>
<td>1</td>
</tr>
<tr>
<td>$h_2$ = 1</td>
<td>[0, $\infty$)</td>
<td>4</td>
</tr>
<tr>
<td>$c_1$ = 4</td>
<td>[1, 4]</td>
<td>1</td>
</tr>
<tr>
<td>$c_2$ = 31</td>
<td>[31, $\infty$)</td>
<td>0</td>
</tr>
<tr>
<td>$c_3$ = -5</td>
<td>[-5, $\infty$)</td>
<td>0</td>
</tr>
<tr>
<td>$c_4$ = 11</td>
<td>[-1, $\infty$)</td>
<td>0</td>
</tr>
</tbody>
</table>

From Table 3 and Table 4, there are differences in range and shadow price obtained by using optimal partition and the simplex method. At the coefficient $h_1 = 0$, for the same shadow price, the optimal partition detect a greater range. Next, at the coefficients $c_1 = 4$, $c_2 = 31$, and $c_3 = -5$, analysis using the simplex method does not detect any break points.

3.3. Case III

Suppose the primal problem (P) is defined as follows:

Min $31x_1 - 5x_2 + 11x_3$

s.t.

$3x_1 - x_2 + 3x_3 = 0$

$7x_1 - y_2 - y_3 = 1$

$x_1, x_2, x_3 \geq 0$

Dual problem (D) is

Max $y_2$

s.t.

$3y_1 + 7y_2 \leq 31$

$-y_1 + y_2 \leq 5$

$3y_1 - y_2 \leq 11$

The feasible region of the dual problem is shown in Figure 4. From Figure 4, it can be determined that the optimal solution of (D) is $D^* = \{(y_1, y_2): y_1 = 1, y_2 = 4\}$ and the optimal value is 4. Slack variable of each of the dual constraints are as follows:

$3y_1 + 7y_2 + s_1 = 31 \Leftrightarrow s_1 = 31 - 3y_1 - 7y_2$

$-y_1 + y_2 + s_2 = 5 \Leftrightarrow s_2 = -5 + y_1 + y_2$

$3y_1 - y_2 + s_3 = 11 \Leftrightarrow s_3 = 11 - 3y_1 + y_2$

We can check that at $y_1 = 1$ and $y_2 = 4$, all the slack can be positive except slack in the constraint $3y_1 + 7y_2 \leq 31$ and $-y_1 + y_2 \leq 5$, at the constraints mentioned we have $s_1 = s_2 = 0$. Hence the optimal partition $(B, N)$ is $N = \{3\}$ and $B = \{1, 2\}$. By using Lemma 1, we obtain:

$P^* = \{x \in P: x_1 = 0\}$ and (P) has a unique solution $x = (\frac{1}{4}, \frac{1}{4}, 0)$.

By using the same calculation as before, we get ranges and shadow prices of case III (Table 5). Table 6 shows ranges and shadow prices of case III obtained by using LINDO.
We may see that the range and shadow price using optimal partitioning and the simplex method are same.

4. **Concluding Remarks**

The results of sensitivity analysis by using the simplex method (using the optimal basis approach) for cases where one of the primal or dual optimal solution is not unique, is not as perfect as the results obtained by using optimal partition approach. When the primal and the dual have a unique optimal solution, simplex method and optimal partition approach give the same information.
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