


K-Means Clustering Visualization of Web-Based 
OLAP Operations for Hotspot Data 

lmas Sukaesih Sitanggang 
Computer Science Department 
Bogor Agnculturul Um\ersity 

Bogor, lndonc!>iu 

Tsamrul Fuad 
Computer Science Department 
Bogor Agricultural Umver~i ty 

Bogor, lndonc~ia 

Annisa 
Computer Science Department 
Bogor Agricultural Univer\ity 

Bogor, Tndone~ia 
e-mail: unnisa@ipb.ac.id e-mail: ima.:..sitanggang@ipb.ac.id e-mail: fuad_tsamrul@yahoo.com 

Abstract- Jn the pre~lous work we dtl·cloped the web-based 
OLAP (On-Une Analytical P~lng) integrated 141tb the data 
14•arehouse tor hotspot data in Indonesia. This work aims to 
develop 11 vlsullllzatlon module for houpot clusten ~ulted from 
OLAP operations including roll up and drill do14n. The daui 
warehouse consists or hotspot da1:1 represented ln 
multidimensional model with two dimensions: time and k>cation. 
In the dimension time, the ordered sequence or elements rrom the 
higher-level of hierarchy to tJ1e lowest Is from year, quarter, to 
month. Wbtrtas, the M>quence In the dimension location Is from 
Wand, province, to district. The clustering algorithm we n1lplled 
was K-means In which l11e bcsl clustering 14IL~ obtoined for the 
size or cluster 4 with 8\-CTagl' \-aluc or SSE (sum or square error) 
0.2944 ror combinations of clements in the dimension time and 
locado11. llotspot clusters arc 'isualizcd In form of maps In 
addlUoo to crosstam and graphics buill in the pre,lous 140rk. 
The map module in the web-based OLAP can be used to belier 
org1111.lie and analyze the hotspot data as one or indicators for 
forest f1ru occurrence In Indonesia. 
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I. INTRODUCTION 

orest fires in lndooei.ia is considered as regional and 
global disaster. This phenomenon causes many negative 
effects in v-.inou\ a'>pects of life such as natural 

environment, economic, and health. In order to minimize the 
damage due to forest fire an early warning system as one of 
the activities in fire prevention need~ to be devcll'pcd. Jn the 
previous work the web-based OLAP (On-line Analytical 
Processing) integrated with the data warehouse was developed 
to manage hol~pot data as one of indicator. of fire occurrences 
in Indonesia Data warehousing 1~ a collection of dec1.,1on 
suppon technologic\, a1mec.J a1 enabling the knowledge worker 
(executive. manager. analy'>I) to make better and fa\ter 
decisions (2). Data warehouses ~upport decision making in 
which historical, summarized and consolidated data is more 
importrun tllan detailed. individual records. To facilitate 
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darn anal)')es. summarization, and visualization, data 
warehouses are uJ>ually integrated with OLAP applicattons. 
OLAP applications ore different from tho-,e of the on-line 
transaction proces~1ng (OL TP) apphcanons traditionally 
supported by the operational databa5c.). OLAP applications 
can ~upport deci~ion maken. in nnalys1s of enterprise data. 
The cffectivenesi. of this onalys1s is related to the abili ty to 
describe and manipulate data according to different and often 
independent perspectives or "dimensions" (2). OLAP 
technology provides interactive graphical user interface thal 
allow the u!ter 10 summarize and to view data. The mtegrouon 
of data warehouse and OLAP technology can better organize 
and unalysis the ma\sive data and provide a basis decision­
making supporung.. 

The web-based OLAP for hotspot distribution in Indonesia 
provides summary for hotspot claw. Information concerning 
ho~pot as one of indicutors of fire occurrences will be 
available for the users for ~tr.tlegic decisions m forest fire 
control. 'The U!>ers can perform the OLAP oper.11ions ~uch as 
drill-down and roll-up viu a web browser. The system has 
some features (5]: 

• The ~y:.tem can be applied to other databases. data 
cubes, and dimensions, not limited to hot:.pot data. 

• Crosstabs and graphs in form of bar plots and pie plots 
allow the users to analyze the hotspot distribution data 
in regions in Indonesia for a period of time <;uch as 
yearly, quarterly. and monthly. 

• The users can ex.plorc the duu.t in tliffcn:nt hierarcl1ies 
on dimem.ion tim~ and location by executing OLAP 
operations roll·up and dri ll-down. 

• The sy\lem has the dimension filter to select elements 
of d1rnens1on that will be dtsplaycd in the x-axis :ind 
l11e y-axis. 

The web-based OLAP adopts the sloU" scheme (4) m 
developing the data warehouse. The dato warehou~e contains 
one fact table, two dimensions: location and ti11~. and the 
measure i~ number of hotspot. The hierarchy on the 



d1mcM1on loc1111011 i~ dii.trict 7 province 7 island. The 
hierarchy on the dimension 111ne 1s month 7 year. The data 
warehouse ill then integrated to the OLAP upphcatton [5]. 

In this work, we develop a new additional module to 
viwalize the clustering results of OLAP opcratiom in form of 
maps. The module will be imegruted 10 complete cros~lllbs 
and graphs that arc uvo1lablc in the 'Yi.tern. 

Il. K-Ml:AXS CLUSTERING 

Clustering is a process of grouping duta into classes or 
clusters, such that objects within a clu.ster have high similarity 
in compari~on 10 one another but are very dissimilar to objects 
in other clu:.ters 14]. Clusters similarity and di~:.imi larity 

me.c.ures arc as..esscd based on the :mribute valucl> describing 
the obJCCts. K-Means is a panitional-clustering algorithm that 
assigns data objecll> into non overlap clu:.tcrs in which each 
object 1s exactly in one clu,ter. Square-error, also called 
within-clu.,ter variation, is a common u'ed criterion in 

partthonal-clu'>tcring. The: 'quared error for a clustcnng 5i. of 
a pallcrn set il' = (x1, ••• , x,.} (cont:uning K cluster:.) is 

I( "' 
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where xj' is the ;"' pallem beloging to the l cluster and c1 is the 
centroid ofthel clu~ter [6]. The K-means is the simplest and 
m~I commonly u~ed algorithm cmploymg a squared error 
criterion. Figure I gives the steps in K-Means algorithm ( 10]. 
Each center of clw.ter:. b repre:.cntcd by the mean value of 
objecll> in the cluster. 

Input. K: the number of cluster<;, D· a d;1ta set conuimng n obJCCb. 

Output: A ~t of K clu)ter:. that minimJZ.c~ the square-error criterion. 
Met bod: 

(I) arb11rarily choo:;c k objccL\ from D as the initial cluster 
centers; 

(2) repeat 
(3) (re)ass1gn each object to the clu\tcr to which the object 

1s the mo~t si1mlar. bai.ed on the mean value of the 
objects in the clu~tcr; 

(4) update the clu\ter mean~. i c., calculate the mean value 
of the obJCCl:. for each cJu,ter. 

(5) until no change; 

lig. I. K Mc<>1h ulgoc 111\m 110 J. 

The clustering algorithm K-means ha!. been widely applied 
in many areas including in forestry and agriculture. K-means 
has uo;ed to cluster village potential data especially those 
which related to agriculture in Bogor, West Java in 2006 in 
which the clustering resul~ arc dbplayed in form of maps [9). 
Prasad and Ramakrishna (2008) in (7] have applied the K­
means, and fuzzy logic in the determination of spots at the risk 
of forest fire from spatial data. They proposed a novel system 
for 1denllfymg forest fires autonomously from digital satellite 
images of spatial data. This work formed the fuzzy rule base 
for detection of fore t fir~ from i.patial data with the presence 
of fires. In the work of AkyUrek (2005) fuzzy sets and fuzzy 

logic algebra were u:.cd in mapping the fire risky areas on a 
regional basis for Turkey [I]. Three mcmbcThhip functions 
were used in the evaluation of the long term forest fire nsk. 
Pore~t fire data (burned areas) from 1997 to 2004 was u'ed 
for the K-mcoos clu:.tcrin~ in order to determine the fuzzy 
memben;hip functions. Zummit et. Bl. (2007) in [ 11 J applied 
K-means. K ncnrc,t neighbors, cla~sical Suppon Vector 
Machines (SVM) and the combinauon of K-means and SVM 
10 discriminate burnt from unburnt area:. from lire i>alcllite 
11nage (SPOTS). . 

In this work we cluster the result of OLAP operauons from 
the Hotspot oota warehouse. Clui.tering wa~ performed based 
on the queries provided by the u~r:.. Ui.er:. may ..elect the 
element of dimension time und Iocatio11 to run the drill down 
or roll-up operauon\. For example, U\ers need hotspot 
distribution in n particular clement of dimension time, X. and 
element of dimension locatio11, Y. The dataset for clustcnng is 
the crosstab contammg number of hot\p<>l in which the 
element X reprellents row und the element Y reprc~nl~ 
column. Number of hoti.pot were grouped in four clusters: 
ClustcrO (low), Cluster! (medium). Cluster2 (high) and 
Clulltcr3 (very high) with random ~eed (s) 5, 10, 15. 20. The 
best clustering ~ obtained for the size of cluster 4 and 
random seed (s) 5 with average vulue of SSE (sum of square 
error) 0.2944 for combination:. of clement\ in the dimension 
1imt and location. 

111. CLUSTERll'\G VISUALIZATION IN Wl!B·BASl:OOLAP 

The work of Hayardbi et. al. (2009) in [5) adopti; the 
warehousing architecture proposed by Chaudhuri and Dayal 
( 1997) [ 3]. We created an additional module in order to 
visual iJ.C the clustering result of OLAP opcrationll in fom1 of 
map~. The i.yMem has three layers as shown in Figure 2. 
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Fig. 2 Arch11en:turc of the >)'>ICm. 

[n the bouom layer, relational database:. and M) Excel files 
are integrated to con~cruct lhe data warehouse. Jn the middle 
layer OLAP M:rver was implemented using Palo 2.0. Other 
important modules in this layer are Apache web server and 
Map Server that are needed 10 develop the web-based OLAP 
system. Clustering was performed using WEKA versi 3.5.7, 
then the results were :.tored in the top layer. The lop layer 1s a 
front-·end client layer which providcll facilities for 
summarization and displaying results of OLAP operations. 
The result:. are visualized in forms of crosstabs graphs, and 



maps. The web-based OLAP development was implemented 
using PHP, Palo PHP API, and 1avascnpt l5J. The system 
used an additional librnry in SOK Palo 2.0 package (version 
20080118_1000} to connect PITP with the OLAP Server Pulo 
(5). Palo Excel Add-in 2.0 ~·a) ui.ed to manage the hotspot 
ddW cube. Pdlo E.\cel Add-tn 2.0 t'! n cell-related databa'c 
Lh:11 is muhiduncnsional, hicrarch1cul und mcmory·ba~cd (8). 
Jn Palo, a cub.! ii. u collection of cclb. which arc defined by 
two or more dtmcnstons. 

The clu5tcring vi~ualization module adopts the system 
developed by Sitanggang et al. (2008) in [9]. The system 
pl'Cl;Cntcd K-Means clustering rc!>ullS on ngriculturc potential 
data for villages in Bogor using Map Servt:r For Window~ 
(ms4w) 2.3. 1. Chameleon 2.4. 1 a~ the framt:work, the map file 
as the configuration. php modules and html file) ~ the 
template [9). The Map file \UV~ the configuration of the 
application consisting of map ~ize, map color, shp file path, 
dbf file path, type and formal of the leucr used. Template 
stored in html files contains some components provided by 
Chameleon for visuahzatton purposes. They are mapDHTML, 
KcyMap, Zoomln, ZoomOut, PnnMap, Recenter. 
ZoomAllLayers, Extent. Query. The php module i~ used to 
view clustering results for e:1ch clu~ter. 

There are ~me components in the vi\ualizauon page i.e. 
maps representing clu\tcrs in 1.hffcrent color, legend, map 
navigation tooh and clu~tering information. Map navigation 
tools arc zc>om in, zoom 0111, recenter. pan. map 1111i1, left 
extent, righ1 extent, top e.ue111, and bouom extent. Mouse x and 
mouse y indicate pointer location on the mup. 

The visualization module wa\ integrated with the web 
ba)Cd OLAP system by connecting web server Apache and 
Map Server 15). We modified the module olapCro)stab.php 
and mdex.php in the system by adding facilities for the 
dimension time and loca1io11 selection l5). Users may select 
the element of tune including Year, Quarter. and Month. The 
elements of location arc limited to l!.land and District. 

In addition to fentures in the previous system the 
vi)ualization module provides the following facilities· 

I. Time and location filter for visualization 
2. Clustering boll.poc data resulted from OLAP operations 
3. Map and <Lita detail to display clustering results 

developed based on the work of Sitanggang et. al. 
(2008) in [9]. 

rv. OLAPOPERATIONS 

The OLAP opcmtion~ that avmlable in the S)~tcm are roll· 
up and <lnll·down. Hotspots dt~tnbution in vanou\ locations 
and time arc prc.~ented to user:. in form of crosstab. graph. and 
maps. The main page of the :.ystem is shown in Figure 3. 
The users may select the cube containing hot.spot data. The 
dimension time and location are selected for n particular 
hiernrchy level as a row or a column of the crosstab. The 
filter menu facihtale) the u&ers to display the summary or 
graph:. for an element of ~elected dimension. 

~
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fi& 3. Muin page or iJit, web-based OLAP 

TI1e cros~tab in Figure 3 di,plays number of hotspot for nll 
islands and the period 2000 - 2004. Users may :.elect bar and 
pie plots to view the summary of hotspot data. For example, 
Figure 4 shows the pie plot for the hot!>pot distribution for all 
island in 2000. In udd1tion to crosstab and graphs. maps are 
available 10 u~er~ to vi~ualize the cluslenng results of hotspot 
data. Figure 5 p~nb the map for hot\pot clusten. for all 
provinces in Indonesia in 2000. The drill-down operation on 
the dimen ion location can be performed to view hotspot 
clusters for Kalimantan Island m 2000. The 'uch map '' 
presented in Figure 6. Figure 7 shows the bar graph for the 
result of drill down opcr.ition, where the clement of <limcnsion 
time is the year 2000 and the element of dimension locatton 1s 
the Kalimantan Island. 

·-.... _,.liiV .. t ... __.._ .. 
·~­·-1'1g. 4. Pie plot for h®pot d1>Cribu11on ror llll 1sland in Indonesia m 2000 

~ -.. ..,. ·-· _., - _,,.. -· -· .,._ --· - - ,,,., ... 
Fie. 5. Map for chm.tnng n=Ji. of hocspo1 d..u for all pro'1nccs in 

lndone..i.a m 2000. 
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Fig 6. MJp for clu>tcring result of hoo.pcx daul for Kalunantan hland in 
lndanc$11 IR 2000. 

Fig. 7. Bar graph for hocspol dmnbution in lhc Ka.hmancnn lslllnd in 2000 

The dimension time can be further drilled down to the level 
Quarter I in 2000 us shown in Figure 8. ·-·­. . :.::. ·--

, _ ··­·-· -
- -- - ~ ---

Fi& 8. Map for clustcnng resuh of hotspoc d:uu for Kalimantan hbnd in 
Quancr I 2000. 

V. CONCLUSION 

The web-based OLAP for hotspot distribution in Indonesia 
integrated with the ho1spot datc1 warehou\C provide~ the user.. 
hotspot summary and visualization for dec1~1on making related 
to the forest fires U-,er~ may explore the hotspot data in 
different hiemrchies on both dimension time and location by 
applying roll-up and dnll-down oper.111on The re~ults arc 
represented in crosstabs and graphs (bar plots and pie plots) 
In addition to cros,tubs and graph). the system also visualize 
hocspot clusten. for some combinatiom. of elements m the 
dimension time and loca1io11 in form of map. K-means was 
applied Lo group the hotspot data. The best clustering wa~ 
obtained for the size of cluster 4 with average value of SSE 
(sum of square error) 0.2944 The map module in the web­
based OLAP can be used to better organize and analyze the 
hotspot data as one of indicators for forest fires occurrence in 
Indonesia. 
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