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plenary and invited speakers. 

Welcome Message from 
General Chairs 

This international conference is organized by the Faculty of Computer Science, Universitas 
Indonesia, and is intended to be the first step towards a top class conference on Computer 
Science and Information Systems. We believe that this international conference will give 
opportunities for sharing and exchanging original research ideas and opinions, gaining 
inspiration for future research, and broadening knowledge about various fields in advanced 
compi.ner science and information systems, amongst members of Indonesian research 
communities, together with researchers from Germany, Singapore, Thailand, France, Algeria, 
Japan, Malaysia, Philippines, United Kingdom, Sweden, United States and other countries. 

This conference focuses on the development of computer science and information systems. 
Along with 4 plenary and 2 invited speeches, the proceedings of this conference contains 71 
papers which have been selected from a total of 132 papers from twelve different countries. 
These selected papers will be presented during the conference. 

We also want to express our sincere appreciation to the members of the Program Committee for 
their critical review of the submitted papers, as well as the Organizing Committee for the time 
and energy they have devoted to editing the proceedings and arranging the logistics of holding 
this conference. We would also like to give appreciation to the authors who have submitted their 
excellent works to this conference. Last but not least, we would like to extend our gratitude to 
the Ministry of Education of the Republic of Indonesia, the Rector of Universitas Indonesia, 
Universitas Tarumanagara, Bogor Agricultural Institute, and the Dean of the Faculty of 
Computer Science for their continued support towards the !CACS!S 2014 conference. 

Sincerely yours, 
General Chairs 
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Welcome Message from 
The Dean of Faculty of Computer Science, Universitas 

Indonesia 

On behalf of all the academic staff and students of the Faculty of Computer 
Science, Universitas Indonesia, I would like to extend our warmest welcome to 
all the participants to the Ambhara Hotel, Jakarta on the occasion of the 2014 
International Conference on Advanced Computer Science and Information 
Systems (ICACSIS). 

Just like the previous five events in this series (ICACSIS 2009, 2010, 2011, 2012, and 2013), I 
am confident that !CASIS 2014 will play an important role in encouraging activities in research 
and development of computer science and information technology in Indonesia, and give an 
excellent opportunity to forge collaborations between research institutions both within the 
country and with international partners. The broad scope of this event, which includes both 
theoretical aspects of computer science and practical, applied experience of developing 
information systems, provides a unique meeting ground for researchers spanning the whole 
spectrum of our discipline. 1 hope that over the next two days, some fruitful collaborations can be 
established. 

I also hope that the special attention devoted this year to the field of pervasive computing, 
including the very exciting area of wireless sensor networks, will ignite the development of 
applications in this area to address the various needs of Indonesia's development. 

I would like to express my sincere gratitude to the distinguished invited speakers for their 
presence and contributions to the conference. 1 also thank all the program committee members 
for their efforts in ensuring a rigorous review process to select high quality papers. 

Finally, I sincerely hope that all the participants will benefit from the technical contents of this 
conference, and wish you a very successful conference and an enjoyable stay in Jakarta. 

Sincerely, 
Mirna Adriani, Dra, Ph.D. 
Dean of the Faculty of Computer Science 
Universitas Indonesia 
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Sunday, October 19th, 2014-CONFERENCE 

Time Event Event Details Rooms 

08.00-09.00 Registration 

Ors. Harry Waluyo, M.Hum 
from Directorate General of Media, 

09.00-10.00 Plenary Speech Ill Design, Science & Technology Based 

Creative Economy Dirgantara Room, 
2"' Floor 

10.00-10.lS Coffee Break 
Prof. Masatoshi Ishikawa 

10.15-11.30 Plenary Speech IV from University of Tokyo, JP 

11.30-12.30 Lunch 

Parallel Session IV: See Technical (Parallel Session IV 
Elang, Kasuari, 

12.30-14.00 
Four Parallel Sessions Schedule) 

Merak, Cendrawasih 
Room, Lobby Level 

Parallel Session V: See Technical (Parallel Session V 
Elang, Kasuari, 

14.00-15.30 
Four Parallel Sessions Schedule) 
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Room, Lobby Level 

15.30-16.00 Coffee Break 

16.00-16.30 Closing Ceremony 
Awards Announcement and Photo Dirgantara Room, 

Session 2"' Floor 
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Identification of Single Nucleotide Polymorphism 
using Support Vector Machine on Imbalanced Data 

Lailan Sahrina Hasibuan, Wisnu Anania Kusuma, Willy Bayuardi Suwarno 

Deparrmenl ofCompuler Science, Faculry of Malhema/ics and Narura/ Sciences, 
Bogar Agriculrural Universiry 

Deparlmenl of Agronomy and Horriculrure, Faculry of Agriculture, 
Bogar Agriculrural Universiry 

E-mail: lailan.sahrina.hsb@gmail.com, ananta@ipb.ac.id, bayuardi@gmail.com 

Abstract-The advance of DNA sequencing 
tech110/ogy presents a sig11iflca11t bioi11for111atic 
chal/e11ges in a do11111strea111 analysis such as 
identification of single nucleotide poly111orphis111 
(SNP), SNP is the most ab1111da11t form of genetic 
111arker and hai•e been one of the 1110s/ crucial 
researches in bioinfor111alics. SNP has been applied 
in wide area, but analysis of SNP in plants is very• 
limited, as in cu//ivated soybean (Glycine lltll~ l.). 
This paper discusse; the identijicatio11 of SNP i11 
culfil'aled soybean u.-;ing Support Vector Machine 
(SVM). SVM is trained using positfre and negative 
SNP. Previous/)1, we perfor111ed a balancing positive 
and negative SNP with u11dersa111pling and 
oversa111pling to obtain training <lata. As a result, the 
111otlel 1vhich is trainetl 1vitfl balancetl tlatll has better 
perfor111a11ce tlta11 that with i111bala11ced tlllta. 

Keywords- identitkalion; SNP; SVM; 
oversampling; undcrsampling. 

I. INTRODUCTION 

THE latest technological advancement in DNA 
sequencing. is the next generation of sequencing 

(NOS). NOS is also referred as high-throughput DNA 
sequencing (HTS). NOS or HTS has reduced the cost 
and increased the throughput of DNA sequencing 
because its ability to automate techniques in DNA 
sequencing [I]. However, NOS has shortcomings in 
the quality of the sequencing results, it produce shorter 
read lengths than previous technology, Sanger method 
[2]. It has a tremendous impact on how the reads have 
to be processed in a do\vnstrean1 analysis such as 
identification of Single Nucleotide Polymorphism 
(SNP). 

SNP is the most abundant forn1 of genetic 111arker in 

~·lanuscript rccci\·cd July 28. 201-1. 
lailan S. H and \\'. A. Kusuma arc with 1hc Department of 

Con1putcr Science . Faculty of ~lathcmatics and Natural 
Sciences. Bogar 1\griculiural University. Bogar 16680 (c~mail: 
lailan.sahrina.hsb'il gmail.com. ananta'll ipb.ac.id). 

\\'. B. Suwa~10 is with Dcpa~mcnt of Agronon1y and 
llorticulturc. Faculty of Agricul!urc. Rogor Agricultural Univcrsily. 
Bogor 16680 (e-mail: hayuardi'ci gmail.com ). 
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all populations of individuals [3]. SNP is defined as 
single base variations or short insertions or deletions 
in the nucleotide sequence from different individuals 
or between homologous sequences within an 
individual [4]. 

NOS technologies for SNP analysis has been 
applied in wide area such as medicine [5], animal 
genetics [6] and plant breeding [7]. However, SNP 
analysis in plants such as cultivated soybean (Glycine 
max l.) is limited [3]. 

This paper will focus on identification of SNP in 
cultivated soybean using Support Vector Machine 
(SVM). SVM is an effective method for general 
purpose supervised pattern recognition and has been 
applied successfully to many biological problems 
recently, such as gene selection [8], cancer 
classification [9] and detection of cardiac abnormality 
[I OJ. 
This paper is organized as follows. Section II will 
discuss about research related to identification of SNP 
that have been done before. Section Ill presents 
techniques at data level for pre-process, features used 
to train SVM, techniques to handling imbalance of 
data, undersampling and oversampling, training and 
testing \vith SVM. Results, discussion and conclusions 
are presented in section IV, V and VI. 

II. RELATED WORK 

Research about identification of SNP have been 
done both ·an DNA of human, animals and plants. In 
[4] they developed a machine learning to identify SNP 
on DNA of cultivated soybean. They used decission 
tree as classifier and feed fonvard neural net\vork as 
learning method. The training data were 27.275 
candidate SNP generated by sequencing 1973 STS 
(Sequence Tag Sites) from 6 diverse homozygous 
soybean cultivar. The accuracy reaches 97 .3% \\'ith 
PPV of 84.8%. 

Kong and Choo developed a method based on SVM 
(Support Vector~Machine) to predict SNP. The 
research was conducted on human DNA. One
thousand positive SNP and I 000 negative SNP were 
randomly selected from JSNP, SNP database of the 

ISBN : 978-979-1-121-225 
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Sampling outcome data, undersampling and 
oversampling. were divided into k subsets (k = I 0). Of 
the k subsets, a single subset was retained as the 
testing data, and the remaining k - 1 subsets \Vere used 
as training data. The cross-validation process is then 
repeated k times, with each of the k subsets used 
exactly once as the testing data. We did undersampling 
process two times with a value of m = I and m = 2. 

We also conducted experiments on imbalanced data. 
We divided the data into k subsets (k = I 0). Of the k 
subsets, a single subset was retained as the testing 
data, and the remaining k - I subsets were used as 
training data .. The cross-validation process is then 
repeated k times, \vith each of the k subsets used 
exactly once as the testing data. 

IV. RESULT 

Identification of SNP that we did are divided into 
four categories: (I} identification of SNP using 
undersampling data with m = I, (2) m = 2, (3) 
oversampling data, and (4) imbalance data. We used 
metrics based on confusion matrix as sho\vn in Figure 1 
for evaluation. Confusion matrix has four categories: 
True positives (TP) are examples correctly labeled as 
positives. False positives (FP) refer to negative 
examples incorrectly labeled as positive. True 
negatives (TN) correspond to negatives correctly 
labeled as negative. Finally., False negatives (FN) 
refer to positive examples incorrectly labeled as 
negative [21 ]. 

We plotted the FPR (False Positive Rate) and TPR 
(True Positive Rate) of each categories (Figure 2). 
From this plotted we can see that category (I), (2), and 
(3) have better performance than category (4) because 
they have higher TPR and lower FPR. Generally, 
when TPR is high, then FPR is also high. This 
condition n1eans that \vhen a classifier has high ability 
in indentifying positive SNP as positive SNP then this 
classifier also has high fault in identifying negative 
SNP as positive SNP. The two criteria, TPR and FPR, 
are trade~otT. \\'e cannot use one of then1 to evaluate 
performance of a classifier. Hence \\'e need a metric 
that combine the ability of classifier in indentifying 
positive SNP as positive SNP and the ability of 

I l'n:JkliC1n 
I rarccl I T ! f 
! r ' TP I FN ' 
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Fig I. Plotted of false potive rate and true positive rate. Black 
dots shows the results of identification using training data 
undersampled with m =I, blue dots ism= 2, green dots is 

oversampling, and red dots is imbalance data 

classifier to not identify negative SNP as positive 
SNP. We used Fmeasure to measure this metric, 
precision is refer to PPV and recal is refer to TPR. 

2 • Precision • Recall 

Precision+ Recall 
(2) 

We also measured G-Mean, the geometric mean of 
classifier performance on two classes separately. 

TP 
s1ms it iv it)' = _T_P_+_F_N_ 

TN 
specificity= TN+ FP (3) 

G - .'ifean = ,/ssnsitiftty "speciffcity 

From each category, \Ve choosed the best classifier 
based on Frneasure· The best classifier of each category 
is presented in Table II. FPR and TPR plotted of best 
classifier, is presented in Figure 3. 

rnu: Po~i1hc: Ra!!.• (fPR) " rrr+FN! 

,, 
lfl' tT,\') 

" (TftFJ') 

"' 4f.\t TS) 

rr+ r.v 

Fig 2. Co1nmon nmchinc Jcan1ing cvalm11ion metrics 
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~lean base quality (#9): mean quality of all bases at the \"ariant 

posi1ion. 
Alignment depth (#10): number of reads aligned at variant 

position. ~ 

Error probability (# 11 ): probability of the number of the reads 

containing -\"ariant base was sampled from binomial distribution 

with gi\'en parameters. 

Dinucleotide repeat (#12.13): number of dinucleotide repeat 

around the variant position (left and right direction). 

~lismatch·area (#1-t): mean number of variant base per each reads 

aligned a1 \'ll!iant position. 

Homopolymer length (#15.16): length of repeating bases around 

!he variant position {left and right direction). 

!"ucleotid; diversity(# 17): deviation of reference base frequencies 

from given whole-genome average. 

Total mismatch count (#18,19): number of mismatch on reads 

with reference base and reads with variant base. 

Allele balance (#20): number of reads containing variant bases 

divided by ~Fgnment depth. 

~lean of .~earby base quality (#21): mean quality of all bases 

around variant position. 
Distance t~ nearest ,·ariant (#22,23): distance of the variant to its 
neighborin~ variant (left and right flank size). 
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