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ABSTRACT

DONNY SURYABUANAPUTRA. Centrality test for non-normal and skewed population, with advisory committee ASEF SAEFUDIN and ANWAR FITRIANTO

The distribution of population is usually unknown. Central limit theorem state that if the sample size is large, $x \bar{x}$ will be normally distributed. When dealing with small sample size, with the assumption of normally distributed population and unknown $\sigma^2$, $t$ test is usually used to test the mean. This paper try to study effect of population skewness to t test, t modified 1, t modified 2 and two non-parametric test (Sign and Wilcoxon test). The result is t test can be use to test a sample from symmetric population, not only normal. The t modified 2 test is more robust than t test for skewed population. This test tolerate the population skewness from -1.2 to 1.2 if sample size is greater than 25. The sign test robust to the skewed population, but the value of the estimated $\alpha$ always close to the size of the test. Wilcoxon test is not robust to the population skewness. This test is more suitable for symmetric population
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INTRODUCTION

Background

When dealing with statistical data, usually the distribution of the population is unknown. The central limit theorem states that if the sample size \( n \) is large, the sample distribution of 0 from any distribution will be approximately normal with mean \( \mu \) and standard deviation \( \sigma^2/n^{0.5} \) where \( \mu \) and \( \sigma^2 \) are mean and variance of population. But if the sample size is small then this theorem can't be applied. In order to test the mean from normal population with small sample size we usually use t test.

Clarke (1994) suggest to use t test for symmetrical population or nearly symmetrical, not only for normal population. Ling Chen (1995) said that population skewness effect the distribution of \( t \), more than kurtosis. Johnson (1978) made a modification for t test (t modified 1). This modification makes t test more robust to test a random sample from asymmetric population. Another modification for t test (t modified 2) was built by Ling Chen (1995) in order to make it more accurate.

There are other ways to test the centrality, like using non-parametric statistic procedure. The assumptions that have to be fulfilled in this procedure are more flexible. Some of the non-parametric statistic procedures, which used to test the centrality, are sign test and Wilcoxon rank test. Decision for sign test based on binomial distribution and the decision Wilcoxon rank test base on a unique distribution which can be approximate by normal distribution if the sample size is large (Daniel, 1989).

The purpose of the paper is to see the robustness of the five procedure (t test, t modified 1, t modified 2, Sign test and Wilcoxon test) with respect to non-normal assumption. This non-normal assumption may have a different shape. There is a possibility that the different distribution shape is unsuitable with the assumed distribution, which base on the test. If there is an unsuitability, then the possibility of rejecting a hypothesis will be unequal with the stated \( \alpha \) (P(reject \( H_0 \mid H_0 \) true)). This procedure will result in an error on decision making. The level of rejecting \( H_0 \), which is larger, than \( \alpha \) will cause the tendency of the test to reject \( H_0 \), while the level of rejecting \( H_0 \) which is smaller than \( \alpha \) will cause the tendency of the test to accept \( H_0 \). The best test is the test, which capable of rejecting \( H_0 \) appropriate with the stated \( \alpha \), because it shows that the statistic distribution base fit in with the distribution of it statistic.

Objective

The aims of this study are:
1. To know the robustness of t Test to test a sample from symmetric (non-normal) and skewed population.
2. To see the effectiveness of t modified 1, t modified 2, sign and Wilcoxon Test to test a sample from skewed population.

The robustness and the effectiveness of the test can be showed by the suitability of the rejected \( H_0 \) compared to the stated \( \alpha \).

THEORETICAL OVERVIEW

Beta Distribution

The beta density function with parameter \( \beta_1 \) and \( \beta_2 \) is

\[
f(x) = \frac{1}{B(\beta_1, \beta_2)} x^{\beta_1-1} (1-x)^{\beta_2-1}
\]

where

\[
0 \leq x \leq 1 \\
\beta_1, \beta_2 > 0
\]

\[
B(\beta_1, \beta_2) = \int_0^1 x^{\beta_1-1} (1-x)^{\beta_2-1} dx
\]

If the parameter \( \beta_1=\beta_2=1 \) then it will be uniformly distributed (0,1) (Nasoetion & Rambe, 1984) and if \( \beta_1=\beta_2 \) and more than one, it will be symmetric. But if the value of \( \beta_1=\beta_2 \) then it will have an asymmetric form.

Gamma Distribution

The Gamma density function is:

\[
f(x) = \frac{1}{\Gamma(\alpha) \beta^\alpha} x^{\alpha-1} e^{-x/\beta}
\]

With \( 0 < x < \infty \) and \( \alpha, \beta > 0 \).

The \( \Gamma(\alpha) \) is:

\[
\Gamma(\alpha) = \int_0^\infty x^{\alpha-1} e^{-x} dx ; \quad \alpha > 0
\]

A random variable \( X \) from Gamma distribution will be wrote as \( X \sim \text{Gamma}(\alpha, \beta) \).